












Summary of Exam Marks


The examination was taken by 132 candidates in total. The marks had an average of 
65.7% and standard deviation 11.5% with the top at 97% and bottom at 35%.


Q1	 Fundamental Inference Concepts

	 118 attempts, Ave. raw mark 13.3/20, Stan. Dev. 3.0, Maximum 20, Minimum 7.

A popular question. Generally well answered. In part (aii) many solutions did not give the 
global posterior as a function of the local posteriors, but rather as a product of the prior and 
the local likelihood functions which is incorrect. Most people failed to substitute numbers into 
Bayes’ rule correctly in part (b) resulting in incorrect numerical answers.


Q2	 Classification and KL divergence

	 89 attempts, Ave. raw mark 12.5/20, Stan. Dev. 2.7, Maximum 20, Minimum 7.

Generally well answered. In part (a) many failed to spot that the softmax model does not 
capture the fact that if a student is strong, they are likely to have a high probability for any 
high score and a low probability of all low scores, and vice versa for weak students. Part (b) 
was answered more successfully. A significant minority of answers to (bii) sketched KL 
divergences that went negative, which is impossible by definition.


Q3	 The EM Algorithm

	 84 attempts, Ave. raw mark 12.9/20, Stan. Dev. 3.4, Maximum 19, Minimum 3.

This question is on a challenging topic, but was well answered in general. Curiously many 
students did not realise that variances of independent variables add and therefore answered 
the first part of the question incorrectly. In the last part, many people differentiated the free-
energy correctly, but then failed to rearrange the expression for \mu correctly.


Q4	 Discrete Hidden Markov Models

	 105 attempts, Ave. raw mark 13.5/20, Stan. Dev. 2.8 , Maximum 20, Minimum 9.
11
The first two parts of this question were well done. Part (c) involved computing the transition 
matrix and initial state distribution of the equivalent bigram model was not successfully 
completed by about 1/3 of candidates. Most candidates correctly stated for part (d) that it was 
not usually possible to write an HMM as a bigram model in this way, but they didn’t spot the 
reason that it is possible here is because, for the example considered in the question, the 
latent state is deterministic given the observed state at the same time point



