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SECTION B

4

4a (i):
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= (2a2−4a)− (a2−a)+2

= a2−3a+2.

4a (ii):

Y is invertible (nonsingular) when det(Y) ̸= 0, which is when a2 − 3a + 2 ̸= 0 ⇒
(a−2)(a−1) ̸= 0 ⇒ Y is nonsingular when a ̸= 1 and a ̸= 2.

4b (i):

The question explicitly asks for a pure LU decomposition so there is no need to use

pivoting. Therefore, using for instance Doolittle’s algorithm, we can directly obtain:

M =

⎛

⎜

⎜

⎜

⎝

2 1 2 0

10 9 12 1

4 6 8 3

8 16 18 16

⎞

⎟

⎟

⎟

⎠

= LU =

⎛

⎜

⎜

⎜

⎝

1 0 0 0

l21 1 0 0

l31 l32 1 0

l41 l42 l43 1

⎞

⎟

⎟

⎟

⎠

⎛

⎜

⎜

⎜

⎝

u11 u12 u13 u14

0 u22 u23 u24

0 0 u33 u34

0 0 0 u44

⎞

⎟

⎟

⎟

⎠

,

LU =

⎛

⎜

⎜

⎜

⎝

1 0 0 0

5 1 0 0

2 1 1 0

4 3 2 1

⎞

⎟

⎟

⎟

⎠

⎛

⎜

⎜

⎜

⎝

2 1 2 0

0 4 2 1

0 0 2 2

0 0 0 9

⎞

⎟

⎟

⎟

⎠

.

4b (ii):

det(M) = det(LU) = det(L)det(U). Since L and U are in lower and upper triangular form

respectively, det(M) = 2 ·4 ·2 ·9 = 144.

4c (i):

Form two vectors from the given points, for instance u = (4,1,3)T and v =

(−2,−1,−1)T . Since u and v are formed from points that lie in the plane, u and v

will also lie in the plane. Then a normal vector to the plane is n = u×v = (2,−2,−2)T .

The equation of the plane is then 2(x−4)−2(y−1)−2(z−3) = 0 ⇒ x− y− z = 0.

4c (ii):

By inspection, a normal vector to the plane is (1,−1,−1)T . Define a line equation

L(a) = (x + a,y − a,z − a) for point (x,y,z). Find a0 such that L(a0) satisfies the
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equation of the plane x− y− z = 0: x+ a0 − (y− a0)− (z− a0) = 0 ⇒ a0 = −x+y+z
3 .

T (x,y,z) =
(

x+ −x+y+z
3 ,y− −x+y+z

3 ,z− −x+y+z
3

)

. T(1,0,0), T(0,1,0) and T(0,0,1) then

form rows of the projection matrix:

⎛

⎜

⎝

2/3 1/3 1/3

1/3 2/3 −1/3

1/3 −1/3 2/3

⎞

⎟

⎠
.

4d (i):

Yes, every X of the form
(

0 x1
0 x2

)

has an LU decomposition. Since X is already upper

triangular a trivial LU decomposition can be obtained by setting L =
(

1 0
0 1

)

and U = X.

4d (ii):

No, the LU decomposition is not unique. X = LU =
(

1 0
l21 1

)(

u11 u12
0 u22

)

=
(

u11 u12
l21u11 l21u12+u22

)

=
(

0 x1
0 x2

)

. We have:

u11 = 0

u12 = x1

l21u11 = 0

l21u12+u22 = x2

∴ u11 and u12 are fixed but l21 and u22 = x2 − l21x1 are free.
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5

5a:

The points are coplanar. There are many possible ways to show this, for example, from

the point set we can find three vectors, for instance, all originating from the first point:

u = (1,2,−6)T , v = (2,0,−6)T and w = (−2,6,−3)T . These three vectors form a

parallelepiped and the signed volume of it is the triple scalar product (u× v) ·w = 0.

Since the signed volume is zero the points are coplanar.

5b (i):

Yes. X is singular if it has an eigenvalue of 0. X has an eigenvalue of 0 iff det(X−0I) =

det(X) = 0. Since X is invertible (nonsingular) iff det(X) ̸= 0, X is invertible iff 0 is not

an eigenvalue of X.

5b (ii):

No. The eigenvalues of X and XT are the same. Since X and XT have the same

characteristic polynomial and the eigenvalues are roots of the same characteristic

polynomial, X and XT have the same eigenvalues:

det(XT −λ I) = det(XT −λ IT )

= det(X−λ I)T

= det(X−λ I).

5b (iii):

Let x1,x2, . . . ,xn be the row vectors of X. Then βx1,βx2, . . . ,βxn are the row vectors of

βX. Since scaling a single row by β scales the determinant by β , det(βX) = β n det(X) =

β nα .

5c:

Using for instance Gram-Schmidt, we obtain:

Q =

⎛

⎜

⎜

⎝

1√
2

1√
6

− 1√
3

1√
2

− 1√
6

1√
3

0 2√
6

1√
3

⎞

⎟

⎟

⎠

,

R =

⎛

⎜

⎜

⎝

2√
2

1√
2

1√
2

0 3√
6

1√
6

0 0 2√
3

⎞

⎟

⎟

⎠

.

Since det(Y) =−2, Y is not singular. Therefore the decomposition is unique.

5d:

By inspection, a normal vector to the plane is n = (4,−1,1)T . We need two linearly

independent vectors in the plane that satisfy (a,b,c) · (4,−1,1) = 0 ⇒ 4a− b+ c = 0,
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for instance u = (0,1,1)T and v = (1,4,0)T . Using Gram-Schmidt: b1 = u
||u|| =

(

0, 1√
2
, 1√

2

)T
. Projecting v onto b1 we have p =

v·b1
b1·b1

b1 = (0,2,2)T . By subtracting

p from v we create a vector perpendicular to b1. Thus b2 = v−p
||v−p|| =

(

1
3 ,

2
3 ,−

2
3

)T
.

An orthonormal basis for the plane is therefore {b1,b2}. To verify that {b1,b2} is an

orthonormal basis let b1 and b2 be the columns of a matrix M. Since MT M = I, we have

found an orthonormal basis.
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6

6a:

φ(t) for α = 1 can be derived as follows:

p(T = t) =
λ α t(α−1)e−λ t

Γ(α)
=

λ 1t(1−1)e−λ t

Γ(1)
=

λe−λ t

1
= λe−λ t

p(T ≥ t) =
∫ ∞

t
λe−λ tdt = e−λ t

φ(t) for α = 1 is then λ e−λ t

e−λ t
= λ .

Similarly, φ(t) for α = 2 can be derived as follows:

p(T = t) =
λ α t(α−1)e−λ t

Γ(α)
=

λ 2t(2−1)e−λ t

Γ(2)
=

λ 2te−λ t

1
= λ 2te−λ t.

p(T ≥ t) =
∫ ∞

t
λ 2te−λ tdt = e−λ t(λ t +1)

φ(t) for α = 2 is then λ 2te−λ t

e−λ t (λ t+1)
= λ 2t

λ t+1
.

6b:

α = 1 results in a memoryless and constant organ failure rate. This is unrealistic since as

a biological organism grows older the organ failure rate will increase, which is the case

for α = 2. Therefore α = 2 is more sensible for modelling organ failure rate.

6c:

For α = 1 the probability density function is the exponential probability density function

with a single rate parameter λ and the organ failure rate φ(t) = λ is memoryless and

constant. The organ failure rate for one organ is therefore 1
10 and for five organs this organ

failure rate is then 5
10 = 1

2 . The survival function is then p(T ≥ t)= e−λ t = e−
1
22.5 ≈ 0.29.

The probability of the organism dying is therefore 1− p(T ≥ t)≈ 0.71.

Alternatively, the probability p(T ≥ t) of one organ failing within the time period is

e−2.5λ . The probability of five organs failing in the time period is
(

e−2.5λ
)5

= e−12.5λ .

The probability of the organism dying is therefore 1− e−12.5λ (and since an individual

organ fails at a rate of 1
10, 1− e−12.5λ = 1− e−12.5·0.1 ≈ 0.71).

6d:

The median survival time will be the solution to p(T ≥ t)= 1
2, which means Φ = 1

2. From

the data book, Φ(0) = 1
2 . Thus z =

ln(tmedian)−µ
σ ⇒ ln(tmedian) = µ +zσ ⇒ tmedian = eµ .
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