














1 a) Describe the components that make up a standard convolutional neural network that

is used for image classification. Briefly explain the rationale for the form of each of the

components. [40%]

Answer

Bookwork that should include the following:

• Convolutional filtering, motivated by the translation invariance of images and the

need to reduce the number of parameters to be learned

• (Pointwise) Non-linearities, motivated by the fact that non-linear computation

needs to be made, and certain point-wise non-linearities followed by linear weighting

are universal approximators.

• Pooling / sub-sampling, motivated by the fact that high-level features are coarser

and that subsampling again reduces the number of parameters. It also helps to

build in translation invariance.

b) Compute the derivative required to implement gradient descent learning of the network’s

convolutional weights W . Simplify your expression and interpret the terms. [40%]

Answer

To compute the derivative we use backpropagation (aka the chain rule)
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Combining the terms together yields
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So, the derivative is simply the sum over all datapoints of the error between the predicted

and true labels
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c) The company would like to extend the network to estimate the average population

density of the area in each image. Describe how to extend the architecture of the

network to perform this additional task. Explain your design. [20%]

Answer

There are lots of possible ways of improving the architecture of the network.

The first step is to add a second output to the network p
(n)

that models the

average population density ⇢. It makes sense to use the same features as are used for

classification to do this as you would expect population density to be higher in urban

areas. These common features can be passed through a di↵erent set of output weights

Ui,j in order to form the scalar population density estimate output of the network,
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The network’s regression weights U can then be trained by adding a regression term to

the objective function and optimising all parameters together,
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Strictly the question does not ask for the form of the new objective, but it interacts

with the design decisions.

There are also more general enhancements that could be mentioned, but which are not

a substitute for the above.

i. One enhancement would be to use additional sets of convolutional weights.
Currently the method only uses one set and this means that it is only able to extract

a single feature (e.g. a specific oriented edge) to perform classification / regression.

ii. A second enhancement, would use a pooling/subsampling stage after the non-

linear stage. This would pool over a local neighbourhood and pick e.g. the max

or average value. This will introduce shift invariance and reduce the number of

parameters that are required in the layers above.

iii. A third enhancement would be to use a neural network with many layers each of

which is structured as above. Together these enhancements lead to deep convolu-

tional neural networks.
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4F12 Comments: 

Q1 

Well answered by most candidates. Only part to cause problems being (b)i- describing a descriptor 
for normalised intensities for use in cross-correlation. 

 

Q2 

Well answered by most candidates. Only difficulty was in (b)ii in deriving the equations for the 
perspective projection of a line with the given projection matrix and then computing the vanishing 
point. Many struggled with a simple derivation of the equation of the horizon. 

 

Q3 

A well-answered question. Marks were lost in not expressing the matrices in terms of the camera 
motion parameters. 

 

Q4 

An unpopular question because this was newer material but those that did attempt it tended to 
provide good answers. When describing the convolutional neural network in part (a) a common 
error was to describe just a single convolution / non-linear / subsampling component without 
mentioning how these are used to build a network. Many candidates failed to identify the last part 
of the question as a regression problem. The few candidates that attempted made good progress. 


