4F7: STATISTICAL SIGNAL ANALYSIS

S.S. Singh, Easter 2018
Question 1. (a.i) Finding the limit of h(n):
h* = h* 4+ uR™'(p — Rh")
h*=R 'p
Conditions on
(a.ii) Let v(n) = h(n) — h*. Thus
h(n) —h* =h(n —1) —h* + u(Rh* — Rh(n — 1))
v(n)=v(n—1)— puRv(n —1)
=(I-uR)v(n—-1)
v(n) = (1 - uR)"v(0)
From the hint, (I — gR)" — 0 when |1 — p;| < 1 for all eigenvalues \; of R.
(b) Repeat the same anlysis before with new step-size uR.

guarantees convergence. Optimal g = 1 as it would result in convergence in one step.
Let v(n) = h(n) — h*. Thus
h(n) —h*=h(n—1) —h* 4+ uS(Rh* — Rh(n — 1))
v(n) =v(n—1) — uSRv(n — 1)
=(I—-uSR)v(n—1)
If we set S = R™! then convergence assured when |1 — u| < 1. Optimal g = 1 as it
would result in convergence in one step.

(c.i) The desired response d(n) = u(n) which is the noisy measurement for z(n) as
direct measurements of x(n) are unavailable. The input to the LMS is u(n — 1) =

[u(n —1),...,u(n — M)]*. The cost function is
J(h) = E { (d(n) — h™u(n — 1))2}
where h = [hq, .. .,hM}T. The gradient descent algorithm for minimising this cost

function is

h(n) =h(n — 1) — gVJ(h(n —1))
h(n) =h(n — 1) — gE {=2(d(n) —u(n — 1)"h(n — 1)) u(n — 1)}
The LMS uses a noisy estimate of the gradient and the update rule is
h(n) =h(n—1) + pu(n — 1) (d(n) — u(n — D h(n — 1)).

(c.ii) The LMS converges provided 0 < pt < 2/Amax(R) where R = E (u(n)u(n)?)
1
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The limit point is R™'p where p = E (u(n — 1)d(n)).

where ct are the cross terms which will have zero expectation. Thus limit point is R™'p
where

R = E {x(n)x(n)"} + 071, p = E(u(n—1)d(n)) = E (x(n — 1)z(n))

Examiner’s comments: Attempted by 90% of candidates. The most popular and
straightforward question, well-answered by most candidates. Part (c¢)-i was surprisingly
difficult for many. Only a few candidates managed to identify the input and desired
signals correctly; most forgot that x(n) is not available.
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Then E()/fl) =

Question 2. (a.i) In the absence of measurements, set Xo

~ ~

=0
G1E(Y)) =GiE(X) =0. Similarly, if E(X,-1) =0 then E(X,) =0.
(a.ii) For the error E, = X,, — X.
X, —X =0, (X+Vn—)?n,1) + X —X
E.=G,V,—E,1)+ E,
Square it and take the expectation to get:
E2=G2(V, — E,1)* + E2_
+2G, (Vo — Eny) By

E{E2} =G E{VZ+E: | —2V,E, 1} + E{E2 |}
+2G.E{(Vy, — B, 1) B}
= G2 (o2 + E{E2,}) + E{E2,)
a 2GnE{E721—1}

The last line follows from the stated assumption on {V,}. Let 02 = E{FE?}. Dif-
ferentiating the right-hand side with respect to GG,, and equating to 0 to solve for G,
yields:

2

On—1

Gp= 2=l
02402,
(b.i) Use G,, = 02/ (no? + c2). We can work backwards:

X, =G+ (1—G) X0y

We see that 1 — G, = G,,/G,—1. Thus
X, =GoYn+ (1—Go) Xy

~

=G, Y, + ( Gn > (Gn_lyn_1 (11— Gn_l)Xn_2>

Gn—l
Gn anl e
— X, _
anl Gn72 " 2)

Gn—2

We thus see that R
X, =G, (Yo +Y, 1+...4Y))
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(b.ii) The variance of the sample mean estimate is

The variance of the Kalman filter estimate, noting F ()?n) =0, is

- i J(2) ? 2 9 2 2 03
g (nag n Ug) (n o nav) o -

i=1

since

op B 1 1

= < —.
2 2 YP)
nog+02 n+o2/o;f n

Usually the mean square error and not the variance is used to compare estimators.
Think of the constant estimate X,, = 0 for all n. This is clearly unbiased and has zero
variance but also clearly useless since it does not use the data.

Examiner’s comments: Attempted by 71% of candidates. The derivation of the gain
in (a)-ii was unnecessarily long in many attempts. The variance of the Kalman estimate
in (b)-ii (note not the mean square error) was challenging for many.
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Question 3. (a)
Pl"(Wk.H :j | Xk = Z) :PI'<Xk + Wk+1 :j | Xk = Z)
=Pr(Wiy1 =7 —1)
=fG—1).

(b.i) The required joint pmf/pdf is

p(wlayla' N 7xn7yn) :p(yb' -y Yn | Tiyew- >$n)p(xl7' s 7$n)
p(x1, .oy xn) = PozyPoyay o Poy 1
p(yla"'ayn | xla"'axn) :p(yl | xl)p(yn ’ xn)

1 1 9
p(yi | zi) = m exp o [y — i

(b.ii) This calculation is a two-step procedure. The first is the prediction step, which
is

Pt |9 tn) = S (@ | Y- s Uo) Ponnss
The second is the update step which is
p<wn+1 ‘ Y1, - - - ?yn) exp (_ﬁ [yn+1 - $n+1]2)

P(@ni1 | Y15 Unt) = ==
Zgjn+1:oo p($n+1 ’ Y1, - - 73-/71) €xXp (_# [ynJrl - xn+1]2)

(c.i) The weight is
wy, = Py | X7) x -+ X plya | X7,).

Only this weight will make the estimate unbiased.
(c.ii) The importance sampling estimate is

Yoo 2o H(w1, )P, - Yn | B0, ) p(21, - Ty )
Yoo o P Y0 [T, )P, )
Zﬁ\;w%

(c.iii) First note that

o0

Z h(Zn41)P(Trs1 | Yrms1)

Tp41=—00

o0 o

= Z Z H(LCl,...,l’n+1)p<l’1,...,$n+1|y1:n+1)

r1=—00 Tp41=—00
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where H(xy,...,2y41) = h(2,41). The importance sampling estimate is
N . .
> i H (X )W
N .
i1 Wot
N . .
. Zz‘:l h(X;z+1)wiz+1
= N
2 i1 Wot
where

wiﬂ = w; X p(yn+1 | X7i1+1>

and X!, is a sample from p(z,41 | X]) = Py: Note thay we are given samples

A 3 Tn+1°
Xji,, from p(xq,...,z,,) and need to extend each of these to a sample from
p(xlv ce 71771—1—1) = p(fﬁ» ce 7$n)P(1‘n+1 | mn) - p(l‘h cee axn)Pxn,an'

(d) Just need to calculate E(H (X)) which is

BOH(X)) = B | 32 HO,) Pl = )
ol Dl e

Lj=1

and the inner term is the importance sampling estimate from the previous part.

Examiner’s comments: Attempted by 89% of candidates. Very well answered ques-
tion. The exception being part (d). Many were not able to prove that resampling is
unbiased. This is a conditional expectation and only a few could articulate the steps
correctly.
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Question 4. (a)

pX=i|Yi=y,....Yh =)
_ p()pyn |0 p(yk | )
Z] 129( Dp(yi [ 7)) plye | 5)
Zexp (0.5 (y1 — 2)2) +--exp (—0.5 (yx — 1)2)
Z}?ilj” exp (—0.5 (y1 — j)°) -+ exp (—0.5 (g — j)°)

pr(i) =

(b.i) Estimate the numerator and denominator of ), pi(i)h(i) separately using im-
portance sampling as follows:

NN ZeSp(yr | Xa) o plue | Xa)h(X2)
N=TS L e | Xa) o p(u | Xa)

(b.ii) The marginal density of the observations is

plys, ) = Y pOp(y [49) -+ plye | 1)

i=1

.—ip(w [4) - p(yk | 7).

ol

=1

When ¢ in unknown we write p(y1, ..., yx) as the ratio

Do 177p(ya 19) - plyk | 9)
Doimg 172

and estimate the numerator and denominator separately using samples form the pmf
q(i) as follows:

N=ES (i | Xa) - p(ys | Xa)
— .
N1 Zn:l q(Xn)

(c.i) The importance sampling estimate of p(yi,...,yx). When ¢ is known then the
numerical value of p(i) is known (for any i.) The importance sampling estimate is thus

%Z P | Xa) - plye | o)
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The expected value of the corresponding importance sampling estimate is
N

£\ zgzip(yl | Xa) - plyn | Xn>]
3B B 1 X)X,
>3 ( > Myt 1) pto z)q@])
= p(yla ce 7yk)

and is thus unbiased.
(c.ii) Define W,, and U, as

p(Xn)
Q(Xn>’

Then WUy, ..., WyUy are all independent each with mean p(y;, ..., yx). The variance
of NV (WU, + -+ W,U,) is

N~ var(WiUy) = N~' (E [(W1U1)2} — 1, uk)?)

W, = Un=p(y1 | Xn) - plyr | Xn)

o

E[(WUh)’] = ;)O Q(i)%%zﬂ(m [0)* - plye | 1)°
B y . Pr(i) pr(7)
= p(yh ce ayk) ZZOO Q( ) q(l) (](2)

(c.iii) The optimal choice for ¢(i) is px(i) and the variance will be zero.

(i) = p(i) exp (—0.5 (y1 — 2)2) - exp (—0.5 (yr — 2)2)
k(1) == : : :
Zj:_oop(j) exp (—0.5 (y1 — ])2) - exp (—0.5 (yp — 3)2)
pli)exp (— 25 (£ -1)°)
00 . 7 A 2
> e o P(d) exp (—% (£-7) )
Examiner’s comments: Attempted by 50% of candidates. Part (b)-ii was not an-

swered well with many failing to use importance sampling to estimate the unknown
constant c. The calculation of the variance was spot on in many attempts.
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