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STATISTICAL SIGNAL PROCESSING - WORKED SOLUTIONS

STATIONERY REQUIREMENTS

SPECIAL REQUIREMENTS TO BE SUPPLIED FOR THIS EXAM
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exam.
You may not start to read the questions printed on the subsequent
pages of this question paper until instructed to do so.
You may not remove any stationery from the Examination Room.
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1 Examiners’ Comment: Well answered in general, but there were a few recurring
errors. E.g., a considerable minority of answers did not display knowledge of how
to change variables in a probability density function. Several parts also prompted
unnecessary algebra, in particular (c) and (e). Overall, there is a reasonable spread in
the answers that displays a range of understanding of material. Several students received
full marks.

(a) Because d𝑤
d𝑣 = 1

𝑣 ,

𝑃(𝑤) = 𝑃(𝑣)���d𝑤d𝑣 ��� =
1

√
2𝜋

exp

(
− (𝑤 + 1/4)2

2

)
,

which is by definition the pdf for a normal distribution with mean −1/4 and variance 1.

(b) 𝑋𝑛 =
∑𝑛
𝑖=1 𝑤𝑖 so 𝐸 [𝑋𝑛] = 𝑛𝐸 [𝑤𝑖] = −𝑛/4 and Var[𝑋𝑛] = 𝑛Var[𝑤𝑖] = 𝑛.

(c) 𝐸 [𝑋′
𝑛] = 0 as required but Var[𝑋′

𝑛] = Var[𝑋𝑛] = 𝑛. Thus, Cov(𝑋′
𝑛, 𝑋

′
𝑛+𝑘 ) = 𝑛,

which depends on 𝑛, so 𝑋′
𝑛 is not WSS. It is Markov.

(d) 𝐸 [𝑌𝑛] = 𝐸 [𝑣𝑛]𝑌𝑛−1 = 𝑒𝑛/4𝑌0. In expectation, our initial investment is growing very
rapidly.

(e) 𝑋𝑛 is normally distributed with 𝜇 = −𝑛/4 and 𝜎2 = 𝑛. Setting 𝛼 = 𝑛/8 in Eq. (3)
we get

𝑃 [𝑋𝑛 > −𝑛/8] ≤ 4
√
𝑛

exp (−𝑛/128)

(f) As 𝑛 becomes large, 𝑋𝑛 is practically guaranteed to be less than −𝑛/8. In which
case, 𝑌𝑛 will be less than 𝑒−𝑛/8, and so you are virtually guaranteed to lose the money as
𝑛 becomes large. From this perspective, the investment appears to be a bad idea.
In part (d) it was shown that the expected value of 𝑌𝑛 grows exponentially. The apparent
tension occurs because there is an exponentially small chance of making an exponentially
large amount of money. In the limit 𝑛 → ∞, there is technically a possibility of making an
arbitrarily large amount of money, but you will actually lose everything with probability
1.
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2 Examiners’ Comment: The least popular question, although still attempted by well
over half of candidates. It was also the lowest average score. Minimal algebra is required
for this question, and several good answers completed it in 2 sides with answers that match
the model solution almost verbatim. The weaker answers were confused about the meaning
of 𝐸

[
𝑧𝑋

]
, where X is a discrete random variable and z is an arbitrary number. Several

students failed to write down any equation that looked like an expected value, while others
made faulty assumptions such as that 𝐸

[
𝑧𝑋

]
= 𝑧𝐸 [𝑋] .

(a) 𝑃(𝑋1 = 𝑘, 𝑋2 = 𝑗) = 𝜆𝑘+ 𝑗 𝑒−2𝜆
𝑘! 𝑗!

(b)

𝑃(𝑋1 + 𝑋2 = 𝑛) =
𝑛∑

𝑘=0
𝑃(𝑋1 = 𝑘, 𝑋2 = 𝑛 − 𝑘)

=
𝑛∑

𝑘=0

𝜆𝑛𝑒−2𝜆

𝑘!(𝑛 − 𝑘)!

=
(2𝜆)𝑛𝑒−2𝜆

𝑛!

(c)

𝐺𝑋 (𝑧) = 𝑒−𝜆
∞∑
𝑘=0

(𝑧𝜆)𝑘
𝑘!

= 𝑒−𝜆𝑒𝑧𝜆 = 𝑒𝜆(𝑧−1)

(d)

𝐸 [𝑧𝑆 |𝑘] = 𝐸 [𝑧𝑋1+...𝑋𝑘 |𝑘] =
𝑘∏
𝑖=1

𝐸 [𝑧𝑋1] = 𝐺𝑋 (𝑧)𝑘 = 𝑒𝑘𝜆(𝑧−1)

where the second equality holds by independence.

(e)

𝐺𝑆 (𝑧) = 𝐸 [𝑧𝑆] = 𝐸
[
𝐸 [𝑧𝑆 |𝑘]

]
= 𝐸

[
𝐺𝑋 (𝑧)𝑘

]
= 𝐺𝑋 (𝐺𝑋 (𝑧))

The expected value 𝐸 [𝑧𝑆] does not have the same functional form as it would if 𝑆 were
Poisson distributed. Thus, 𝑆 is not Poisson distributed.
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3 Examiners’ Comment:A very popular question, very well answered by most students.
Basics of AR models and Wiener filters well known. Most students were accurate with
algorithmic derivations of MSE and for the interpretation of noise variances going to zero.
Many students did not properly simplify the MSE at the optimal filter solution in part (e).

A random process is defined as

𝑋𝑛 = 𝛼𝑋𝑛−1 +𝑊𝑛

where |𝛼 | < 1 and {𝑊𝑛} is zero-mean white noise with variance 𝜎2
𝑊 .

(a) Show that the autocorrelation function for {𝑋𝑛} satisfies, for 𝑘 > 0

𝑟𝑋𝑋 [𝑘] = 𝛼𝑟𝑋𝑋 [𝑘 − 1]

[15%]

(b) Show that

𝑟𝑋𝑋 [0] =
𝜎2
𝑊

1 − 𝛼2

and hence show that

𝑟𝑋𝑋 [𝑘] =
𝜎2
𝑊

1 − 𝛼2𝛼
|𝑘 |

[15%]
Solution:
Various methods are possible. e.g.
𝑋𝑛+1 = 𝛼𝑋𝑛 +𝑊𝑛+1

𝑋𝑛+2 = 𝛼(𝛼(𝑋𝑛 +𝑊𝑛+1))+𝑊𝑛+2
𝑋𝑛+𝑘 = 𝛼𝑘𝑋𝑛 + 𝛼𝑘−1𝑊𝑛+1 + 𝛼𝑘−2𝑊𝑛+2 + ... +𝑊𝑛+𝑘
So,

𝑟𝑋𝑋 [𝑘] = 𝐸 [𝑋𝑛𝑋𝑛+𝑘 ] = 𝛼𝑘𝑟𝑋𝑋 [0] (1)

since 𝐸 [𝑋𝑛𝑊𝑛+𝑖] = 0 for 𝑖 > 0.
But,

𝑟𝑋𝑋 [0] = 𝐸 [𝑋𝑛 (𝛼𝑋𝑛−1 +𝑊𝑛)] = 𝑟𝑋𝑋 [1] + 𝐸 [𝑋𝑛𝑊𝑛] = 𝛼𝑟𝑋𝑋 [0] + 𝜎2
𝑊

since
𝐸 [𝑋𝑛𝑊𝑛] = 𝜎2

𝑊 ,

and hence

𝑟𝑋𝑋 [0] =
𝜎2
𝑊

1 − 𝛼2
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and substituting in (??) leads to

𝑟𝑋𝑋 [𝑘] =
𝜎2
𝑊

1 − 𝛼2𝛼
|𝑘 |

noting that 𝑟𝑋𝑋 [𝑘] = 𝑟𝑋𝑋 [−𝑘].

(c) Noisy observations of {𝑋𝑛} are made in which

𝑌𝑛 = 𝑋𝑛 +𝑉𝑛

where {𝑉𝑛} is zero-mean white noise with variance 𝜎2
𝑉 , independent of {𝑋𝑛}.

Determine the autocorrelation function of {𝑌𝑛} and the cross-correlation function between
{𝑋𝑛} and {𝑌𝑛}, as a function of 𝛼, 𝜎2

𝑊 and 𝜎2
𝑉 . [20%]

Solution:

𝑟𝑌𝑌 [𝑘] = 𝐸 [(𝑋𝑛 +𝑉𝑛)(𝑋𝑛+𝑘 +𝑉𝑛+𝑘 )]
= 𝑟𝑋𝑋 [𝑘] + 𝜎2

𝑉𝛿𝑘

since all 𝐸 [𝑋𝑉] = 𝐸 [𝑋𝑉] terms are zero (independent and zero mean 𝑉).

𝑟𝑋𝑌 [𝑘] = 𝐸 [(𝑋𝑛)(𝑋𝑛+𝑘 +𝑉𝑛+𝑘 )]
= 𝑟𝑋𝑋 [𝑘]

which should be expanded out in terms of the form of 𝑟𝑋𝑋 in part (a) and (b).

(d) It is desired to predict 𝑋𝑛+𝑝 where 𝑝 > 0 is a lookahead of 𝑝 samples, using just the
current observed data point 𝑌𝑛, i.e.

𝑋̂𝑛+𝑝 = ℎ𝑌𝑛

where ℎ is a coefficient to be determined. Derive the value of ℎ which minimises the
mean-squared error of the prediction. [25%]
Solution:
Expected error is 𝜖 = 𝐸 [(ℎ𝑌𝑛 − 𝑋𝑛+𝑝)2]:
Minimum is achieved when:

𝑑𝜖

𝑑ℎ
= 0

i.e.
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𝐸 [2(ℎ𝑌𝑛 − 𝑋𝑛+𝑝)𝑌𝑛] = 2ℎ𝑟𝑌𝑌 [0] − 2𝑟𝑌𝑋 [𝑝] = 0

which is satisfied when ℎ = 𝑟𝑌𝑋 [𝑝]/𝑟𝑌𝑌 [0], and using result from above:

ℎ = 𝑟𝑋𝑋 [𝑝]/(𝑟𝑋𝑋 [0] + 𝜎2
𝑉 ) =

𝜎2
𝑊

1 − 𝛼2𝛼
|𝑝 |/(

𝜎2
𝑊

1 − 𝛼2 + 𝜎2
𝑉 ) = 𝛼 |𝑝 |/(1 + (1 − 𝛼2)𝜎2

𝑉/𝜎
2
𝑊 )

(e) Derive the mean-squared error for this optimal predictor, and show that as 𝜎𝑉
becomes small the error tends towards:

𝜎2
𝑊

1 − 𝛼2𝑝

1 − 𝛼2 .

Explain in terms of the model for {𝑋𝑛} why this error tends to zero as 𝜎2
𝑊 becomes small.

Solution:
At the optimum,

𝜖 = 𝐸 [(ℎ𝑌𝑛 − 𝑋𝑛+𝑝)2] = ℎ2𝑟𝑌𝑌 [0] + 𝑟𝑋𝑋 [0] − 2ℎ𝑟𝑌𝑋 [𝑝] = 𝑟𝑋𝑋 [0] − ℎ𝑟𝑌𝑋 [𝑝]

since 2ℎ𝑟𝑌𝑌 [0] − 2𝑟𝑌𝑋 [𝑝] = 0 at the optimum solution.
Substituting in, we get:

𝜖 = 𝑟𝑋𝑋 [0] (1 − 𝛼2|𝑝 |/(1 + (1 − 𝛼2)𝜎2
𝑉/𝜎

2
𝑊 ) = 𝜎𝑊2

1 − 𝛼2 (1 − 𝛼2|𝑝 |𝜎2
𝑊/(𝜎2

𝑊 + (1 − 𝛼2)𝜎2
𝑉 )

Then with small 𝜎2
𝑉 the term 𝜎2

𝑊/(𝜎2
𝑊 + (1 − 𝛼2)𝜎2

𝑉 ) → 1 and we get

𝜖 =
𝜎𝑊2

1 − 𝛼2 (1 − 𝛼2|𝑝 |

as required. We expect this to tend to zero as 𝜎2
𝑊 becomes small since then the AR model

for {𝑋𝑛} is predictable with zero error.

4 Examiners’ comment: Another very popular question and well answered. In part
e) most students had good intuition about the posterior behaviour as N becomes large,
but most did not comment that the posterior density becomes more concentrated about the
MAP/ML solution.

The exponential random variable 𝑋 has probability density function

𝑓𝑋 (𝑥) = 𝜆𝑒−𝜆𝑥 , 𝑥 ≥ 0
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(a) Determine from first principles the mean 𝜇 and variance 𝜎2 of the distribution. [15%]
Solution:
Integrate by parts:

𝜇 = 𝐸 [𝑋] =
∫ ∞

0
𝑥𝜆𝑒−𝜆𝑥𝑑𝑥 = [−𝑥𝑒−𝜆𝑥]∞0 +

∫ ∞

0
𝑒−𝜆𝑥𝑑𝑥 = 0 − 1

𝜆
[𝑒−𝜆𝑥]∞0 =

1
𝜆

𝐸 [𝑋2] =
∫ ∞

0
𝑥2𝜆𝑒−𝜆𝑥𝑑𝑥 = [−𝑥2𝑒−𝜆𝑥]∞0 +

∫ ∞

0
2𝑥𝑒−𝜆𝑥𝑑𝑥 =

2
𝜆2

and hence
𝑣𝑎𝑟 [𝑋] = 𝐸 [𝑋2] − 𝐸 [𝑋]2 =

1
𝜆2

(b) Given 𝑁 independent samples drawn from the exponential distribution, determine
the maximum likelihood ML estimate for 𝜆 and for 𝜇. [30%]
Solution:
Samples 𝑥1, ..., 𝑥𝑁 .
Likelihood function is

𝑝(𝑥1, ..., 𝑥𝑁 |𝜆) =
𝑁∏
𝑖=1

𝜆 exp(−𝜆𝑥𝑖) = 𝜆𝑁 exp(−𝜆
∑
𝑖

𝑥𝑖)

Now ML solution for 𝜆 is found by:

𝑑𝑝(𝑥1, ..., 𝑥𝑁 |𝜆)/𝑑𝜆 = 𝑁𝜆𝑁−1 exp(...) − 𝜆𝑁
∑
𝑖

𝑥𝑖 exp(...) = 0

and hence
𝜆̂ = 𝑁/

∑
𝑖

𝑥𝑖

Now 𝜇 = 1/𝜆 which is a monotonic function, so the ML solution for 𝜇 is just 𝜇̂ =

(1/𝑁)∑𝑖 𝑥
𝑖. This needs to be justified in the answer. If not then a full calculus solution

would be required, as I expect many students will do...

(c) Is the estimate for 𝜇 unbiased? [15%]
Solution:
Check its expected value:

𝐸 [𝜇̂] = 𝐸 [(1/𝑁)
∑
𝑖

𝑥𝑖] = (1/𝑁)
∑
𝑖

𝐸 [𝑥𝑖] = (1/𝑁)
∑
𝑖

𝜇 = 𝜇

hence it is unbiased.
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(d) What is the variance of the ML estimate for 𝜇? Explain whether the ML estimate is
therefore consistent. [15%]
Solution:
A quick solution would require the result 𝑣𝑎𝑟 (𝑘 ∑

𝑍𝑖) = 𝑘2 ∑
𝑣𝑎𝑟 (𝑍𝑖):

𝑣𝑎𝑟 [𝜇̂] = (1/𝑁)2
∑
𝑖

𝑣𝑎𝑟 (𝑥𝑖) = (1/𝑁)2
∑
𝑖

𝑣𝑎𝑟 [𝑥𝑖] = 1
𝑁

1
𝜆2

and hence it is consistent since 𝑣𝑎𝑟 [𝜇̂] → 0 as 𝑁 → ∞ and the estimator is unbiased.
A less advanced answer expected from most undergraduates would compute:

𝐸 [𝜇̂2] = (1/𝑁2)𝐸 [(
∑
𝑖

𝑥𝑖)2] = (1/𝑁2) (
∑
𝑖

∑
𝑗

𝐸 [𝑥𝑖𝑥 𝑗 ]) = (1/𝑁2) (𝑁2𝜇2 + 𝑁𝜎2)

since 𝐸 [𝑥𝑖𝑥 𝑗 ] = 𝜇2 + 𝜎2 when 𝑖 = 𝑗 and just 𝜇2 when 𝑖 ≠ 𝑗 .
Thus 𝑣𝑎𝑟 [𝜇̂] = 𝐸 [𝜇̂2] − 𝐸 [𝜇̂]2 = 1

𝑁
1
𝜆2 , as before.

(e) A Bayesian prior is to be assigned to 𝜆,

𝑝(𝜆) ∝ 𝜆𝛼−1𝑒−𝜆𝛽

where 𝛼 > 0 and 𝛽 > 0. Determine the MAP estimator for 𝜆, and comment on its
behaviour as 𝑁 becomes large. Sketch the posterior probability density function for 𝜆;
how would you expect this density to change as 𝑁 increases? [25%]

Solution:
Posterior distribution:

𝑝(𝜆 |𝑥1, ..., 𝑥𝑁 ) ∝ 𝑝(𝜆)𝑝(𝑥1, ..., 𝑥𝑁 |𝜆) = 𝜆𝑁+𝛼−1 exp(−𝜆(𝛽 +
∑
𝑖

𝑥𝑖))

The MAP estimator is the maximiser of this:

𝑑𝑝(𝜆 |𝑥1, ..., 𝑥𝑁 )/𝑑𝜆 = (𝑁 + 𝛼 − 1)𝜆𝑁+𝛼−2 exp(...) − (𝛽 +
∑
𝑖

𝑥𝑖)𝜆𝑁+𝛼−1 exp(...) = 0

which is solved for
𝜆𝑀𝐴𝑃 = (𝑁 + 𝛼 − 1)/(𝛽 +

∑
𝑖

𝑥𝑖)

As 𝑁 becomes large (𝑁 +𝛼−2)/(𝛽+∑
𝑖 𝑥𝑖) → (𝑁)/(∑𝑖 𝑥𝑖), i.e. tends to the ML solution.

Sketch has a unique maximum at 𝜆𝑀𝐴𝑃, decaying to zero either side. As 𝑁 increases the
peak around the maximum becomes narrower and narrower and the peak tends to the ML
estimate.

END OF PAPER
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