














Summary of Exam Marks 

The examination was taken by 120 candidates in total. The raw marks (from those 
who had taken IB) had an average of 65.5% and standard deviation 13.0% with the 
top candidate scoring 92% and bottom candidate scoring 30% 

Q1	 Fundamental Inference Concepts 
	 112 attempts, Ave. raw mark 13.7/20, St.Dev. 2.7, Maximum 20, Minimum 10. 
A popular question. Generally well answered. Many people failed to solve correctly 
for the MAP estimate in part a (i). Very few candidates realised that the depth 
sensors in b (iii) are negatively correlated when alpha is positive. 

Q2	 Classification and KL divergence 
	 115 attempts, Ave. raw mark 13.6/20, St.Dev. 4.0, Maximum 20, Minimum 6. 
Generally well answered. A surprising number of candidates could not derive the 
standard linear regression expression for the weights in part a (ii) which is simple 
book work, but all other parts were well handled.  

Q3	 The EM Algorithm 
	 84 attempts, Ave. raw mark 11.4/20, St.Dev. 3.0, Maximum 19, Minimum 6. 
This question is on a challenging topic, but was answered reasonably well in general. 
In part (b) many candidates realised that the hard E-step could be interpreted as 
minimising a distance, but none identified that this distance is the KL divergence 
between the binary data vector x and the cluster prior parameter. Many candidates 
failed to get to the correct analytic expressions for the E- and M-steps, but generally 
the attempts got close and used the right method. 

Q4	 Auto-regressive Models and Linear Gaussian State Space Models 
	 49 attempts, Ave. raw mark 11.5/20, Stan. Dev. 3.5, Maximum 19, Minimum 6. 
This was a challenging question and answers were patchy. Many candidates failed to 
solve part (b) and actually used spurious methods. Consequently most candidates 
did not realise that the new process on z is AR(2). Very few candidates constructed a 
linear Gaussian state space model that correctly captured the correlations between 
the two variables x and z. 


