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Crib for 4F12 Computer Vision 2024/2025

Version: MJ/1

Marking guidelines: words in blue are key words that should be mentioned
in long-form answers. Notes in green are guidelines to use when marking the
answer.

Question Q L‘.
e

This is very similar to the second question on examples paper 4 except
that there is more than one channel and zero padding of 1. These
two elements should be mentioned and handled appropriately.

i)

We begin by embedding I; into a C'x (N +2) x (N 42) matrix with zero padding
in all spatial dimension. We then embed all valid C' x 3 x 3 patches into a matrix
X with 9C rows and N? columns. We then embed the filters Fyj, into a matrix

W which has K rows and 9C columns. The forward pass of the layer is then
given by O; = WX.

ii)
AL _ oL 90y
OW 90, oW
80;  _r
Fw X
DL OL o7
OW — 90,

3‘%—1 is the kth row of 58\%'

iii)

First we embed aa—gl into a C' x (N +2) x (N +2) tensor D with zeros padding
the border across all channels. We then embed all valid C x 3 x 3 patches from
D into a matrix ¥ with 9C rows and N? columns. We then take each filter Fji
and rotate it spatially by 180° to get Fy,. We then embed Fy, into a matrix Z
with K rows and 9C columns. The partial derivative is then given by g—fl =27Y
(with reshaping back into a C x N x N tensor).

L



l.(. b)
i)
First, we should divide the data into training, validation, and test splits.
During training, we can augment the data by taking flipping the image or
taking random crops. The data should also be normalised to have zero mean
and unit variance wrt over a held-out dataset (e.g. a face dataset) or from
only the training images.
As we only care about the period of the PPG and not the amplitude, we can
normalise each output sequence to range from -1 to 1. This allows a saturating

output activation like tanh to be used, which will stablise training, and will
ald in generalisation, since each target sequence will have the same range.

ii)

Some people may have more naturally flush skin than others, or have different
skin tones that show blood oxygenation differently. Providing the first frame as
a reference provides needed context to the network, aiding in generalisation.
Furthermore, the phase of the sequence will be different for each sequence and

so looking at the difference can provide a way to further normalise the data,
e.g. by making each sequence have the same phase.

c)
i)
This problem can be posed as a translation problem in which the images in
the video are being translated into the correlated output values. A transformer

can incorporate the temporal nature of the data by learning long-range and
short-range dependencies and patterns.

ii)

This diagram contains the maximum level of detail that would be ex-
pected of a student. The key elements that need to be depicted are
the decoder (above) and the encoder (below). The DNN should feed
into the encoder, and the target value should feed into the decoder.
Positional encoding should be mentioned. There sheuld be a masked
MHSA block and a second MHSA block in the decoder with input
from the encoder. The encoder should have a single MHSA block.
There should be two linear layers with a non-linearity depicted in both
encoder and decoder. The repeating nature should be mentioned in
some way. The output should be a single scalar value. If the student
has read ahead and made the output two scalars, that is also accept-
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iii)

The network should output a mean and log variance for each prediction in-
stead of just a single scalar value. The variance gives the network a way to
communicate its uncertainty, i.e. a high variance corresponds to high uncer-
tainty. Beam search is a way to improve the quality of the final output by
keeping track of the & most likely sequences at each step and then selecting
the k most likely sequences overall. This allows the network to explore dif-
ferent paths and not get stuck in a local minimum. The likelihood of a
sequence can be computed as:

L) =[] PGt | ticy) > log P(t; | ti-1)

t; €t t; €t
Pt | tic1) =N | s, 00)

where #; is a scalar output value and y; and o; are the outputs of the trans-
former at step 1.

[+ S/ 2028

F2[



