














Engineering Tripos Part IIB FOURTH YEAR

3. (a)

• Using a pre-trained neural network can substantially reduce the quantity of training data
required to learn an effective content moderation system. The key intuition here is that we
expect that many of the features that are useful for solving the ImageNet classification task
are also useful for understanding harmful content.

• There are several valid motivations for truncating the final layer:

– There are a large number of ImageNet ILSVRC 2012 classes (1000 in total). Consequently,
the final fully connected layer would contribute a large number of parameters to the
content moderation system, with unclear benefits.

– The outputs of the final layer are highly specialised to the ImageNet classes, which have
relatively limited coverage of human-centric concepts that may be relevant for content
moderation (instead, the classes are dominated by animal breeds). By contrast, the
penultimate layer is likely to retain less specialised/more general features that may be
easier to adapt for the content moderation task.
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(c)

• First step: partition the data into training, validation and test splits. A broad range of
options are viable here. A natural default is to shuffle the data, use 60% for training, 20%
for validation and 20% for testing (estimating task performance).

• The validation set will be used exclusively for hyperparameter selection.

• A simple but effective optimisation algorithm covered in the lectures is SGD with momentum.
Divide the training set into minibatches of data. Let τ denote the current training step. Then
compute the parameter update in two steps (this follows the notation in the lectures):

∇Wτ =
∂L

∂Wτ−1
+ $∇Wτ−1

Wτ ← Wτ−1 − η∇Wτ

where $ is the momentum hyperparameter and η is the learning rate. Another reasonable
optimiser choice would be Adam.

• To select hyperparameters (for example, a schedule for the learning rate η), we train models
with different hyperparameter settings and compare their performance on the validation set.

• Possible regularisation strategy: insert dropout prior the fully-connected layer.

• Other creative answers could include:

– Checking the data for annotation errors

– Checking the data for inappropriate bias

– Use data augmentation to increase the effective training dataset size (random flips and
crops may both be appropriate for content moderation images).

– After hyperparameter selection is complete, it is possible to merge the training set and
validation set and retrain on the resulting set, keeping the hyperparameters fixed.

• Finally, we perform a single evaluation on the test set to estimate task performance.

(d) CNNs are well suited for image processing tasks thanks to several useful inductive biases:

• “translation invariance (/equivariance)” - changes in the input are reflected in the output
thanks to the parameter sharing in convolutional kernels. This contributes to the statistical
efficiency of CNNs (fewer data samples are required to learn the parameters).

• “locality/sparse connectivity” - convolutional kernels are smaller than the input image/feature
map. This means that outputs are only affected by nearby neighbours in the input. This
dramatically reduces the number of parameters to be learned and is a good fit for vision tasks
(since for the most part, local information is by far the most relevant).

The ResNet architecture in particular makes use of:

• residual connections - these assist with optimisation and make it possible to learn deep neural
networks more efficiently/robustly.

• batch normalisation - this also contributes to improved optimisation.

(e) Vision transformers represent a more “data-driven” architecture that no longer gains the statistical
efficiency benefits of enforcing translation equivariance and locality in the network. Instead, these
models rely on leveraging extremely large pretraining datasets to ensure that the model learns to
compensate for the reduced statistical efficiency. In practical terms, Vision Transformers could
be deployed by Company Y with one of the following strategies:

• They adopt a feature extractor that has been pretrained on a large labelled dataset (for
instance, JFT-300M, rather than ImageNet (ILSVRC 2012)).

• Self-supervised learning is used on a large dataset to pretrain the Vision Transformer (this
helps avoid the need for labels).



• They gather a much larger labelled dataset to directly train the model.

• Semi-supervised learning (employing labelled and unlabelled data) is used to fully train the
Transformer.












