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Q1.a-iv

By examining first order Taylor expansions:
@I
@x |(x,y) ⇡ I(x � 1, y) � 2I(x, y) + I(x + 1, y).

Similarly:
@I
@y |(x,y) ⇡ I(x, y � 1) � 2I(x, y) + I(x, y + 1).

Hence, r2I |(x,y) = @
2I
@x2

|(x,y) + @
2I
@y2

|(x,y).

The filter is:

2666664

0 1 0

1 �4 1

0 1 0

3777775
.

Q1.a-iii

While a Fourier transform based implementation of a 2-D convolution can be very e�cient

for convolving with large filters, it has large over-head costs (requires two forward and one

inverse Fourier transform). Direct 2-D convolution with small filters can be implemented

very e�ciently, especially if separable 2-D filters are used. Also note that smoothing

with medium size kernels can be implemented as sequential smoothing with smaller size

kernels, providing an e�cient way of building image pyramids.
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Q2.a-ii

Note R = I and K0 = K . Using the property in the question the following holds up to

scale:

K�> [t]⇥ RK�1 = K�> [t]⇥ K�1 = K�>K> [Kt]⇥ = [e]⇥.

Since translation is parallel to x-axis [e]⇥ =
2666664

0 0 0

0 0 1

0 �1 0

3777775
.

Hence,

h
u0 v0 1

i 2666664

0 0 0

0 0 1

0 �1 0

3777775

2666664

u
v

1

3777775
= 0.

It follows v = v0.
If a pair of stereo cameras is in the aforementioned setup, pixel depth can be recovered

purely from disparities (di�erences in location) of matching pixels situated on the same

row in the left and right images. Also matching along horizontal epipolar lines can

be performed more accurately and e�ciently as there is no need to sample di�erent

orientations of patches.
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Q3.a-v

Modern mobile phones come with pre-calibrated cameras - the CCD calibration matrix K

is known. World plane to image plane homography H can be recovered with only 4 points

of planar marker.

A point on a world plane is projected to the image as follows:

w
0 = K

h
r1 r2 r3 T

i 266666664

X
Y
0

1

377777775
= K

h
r1 r2 T

i 2666664

X
Y
1

3777775
.

Hence H = �K
h

r1 r2 T

i
.

r1, r2 and T can be extracted from K
�1

H. By normalising r1 and r2 to be unit lenght the

correct scale is obtained for T.

While r3 = r1 ⇥ r2.

Since R
0 =

h
r1 r2 r3

i
may not be a proper rotation matrix, SVD can be used to

obtaining the closest rotation matrix R to its measurement.

Finally: P =
h

R T

i
.
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Engineering Part IIB 2021

Module 4F12 (Computer Vision) Assessor’s Report

1. Gaussian smoothing, bandpass filtering and SIFT. Attempted by 74/81 Part IIB
candidates, average mark 13.9/20.

The first part of the question covering convolution with low pass filters was generally well
answered. Second part convering image pyramid construction and scale estimation was
answered particularly well. Some marks were lost in the third part covering SIFT descriptor
invariance to lightning and viewpoint changes. Many students missed the verfication step
performed in SIFT feature matching.

2. Epipolar geometry and stereo vision. Attempted by 63/81 candidates, average mark
13.6/20.

Parts covering epipolar geometry (a), 2D projective transformation (b) and transformation
estimation from point correspondences (c) were mostly well answered with occasional marks
lost for lack of precision or detail: e.g. determining the right number of degrees of freedom
(DoF) but using a wrong number of constraints provided point to compute total number
of point correspondences needed. Candidates displayed a particularly good understanding
of RANSAC algorithm. Part (d-i) of the question on conic sections was found easy by
most candidates while many struggled to derive the equation for conic section in the second
viewpoint in part (d-ii).

3. Perspective projection and camera calibration. Attempted by 77/81 candidates, av-
erage mark 13.9/20.

Part (a) was well answered by most of the students. They demonstrated a particularly good
knowledge of perspective projection and the key steps required for calibration with a known
3D object. Marks were lost in part (a-v) as only a handfull of students noticed that in order
to recover projection matrix from a single image of a known planar object, the knowledge
of intrisic parameters of the camera (e.g. mobile phone) is required. Most of the students
noticed that part (b-i) covered the modelling of a line to line projection. Marks were lost in
providing the details of how the wood chip thickness can be recovered using this projection
model in part (b-ii).

4. Image classification with convolutional neural networks. Attempted by 27/77 can-
didates, average mark 14.1/20.

Many candidates that attempted this question made excellent progress. Most of the marks
were lost to mistakes in computing the derivative of the loss function with respect to model
parameters.
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