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Question 1

(a.i) The motion of the robot is summarised by the following update function f :

• f(i, j,n) = (i, j) (standing still)

• f(i, j,u) = (i� 1, j) if i > 1; f(i, j,d) = (i+ 1, j) if i < 4 (up and down);

• f(i, j, r) = (i, j + 1) if j < 4; f(i, j, l) = (i, j � 1) if j > 1 (left and right).

Stage cost:

• given the assumption that every motion take about 1 second, a minimum time

path corresponds to a path that reaches the end position with a minimum

number of actions. To achieve this, we associate a positive stage cost to every

state and action: c(i, j, a) = 1 for all (i, j) 2 X and all a 2 U ;

• the robot will not move to a shaded box if the cost of such move is high.

Thus, we change the stage cost as follows: c(4, 1, r) = c(4, 3, l) = c(3, 1, r) =
c(3, 3, l) = c(2, 2,d) = c(2, 3,u) = c(1, 2, r) = c(1, 4, l) = 10.

Terminal cost:

• ending in the wrong position must be penalized therefore we take Jh(i, j) = 100

for all (i, j) 2 X but Jh(1, 4) = 0.

(a.ii) The recursive updates of the cost-to-go are represented as the following sequence of
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(a.iii) Starting from S, the optimal input sequence is

u,u, r, r, r,u .

The optimal trajectory is

S = (4, 1) ! (3, 1) ! (2, 1) ! (2, 2) ! (2, 3) ! (2, 4) ! (1, 4) = E .
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The optimal moves are given by argmina2U c(x, a) + V (f(x, a)). Specifically,

• x = (4, 1): c(4, 1,u) + V (3, 1) = 1 + 5 < c(4, 1, r) + V (4, 2) = 10 + 5 ;

• x = (3, 1): c(3, 1,u) + V (2, 1) = 1 + 4 < c(3, 1,d) + V (4, 1) = 1 + 6 <
c(3, 1, r) + V (3, 2) = 10 + 4 ;

• x = (2, 1): c(2, 1, r) + V (2, 2) = 1 + 3 < c(2, 1,d) + V (3, 1) = 1 + 5 =

c(2, 1,u) + V (1, 1) ;

• . . .

Adding rows at the top and at the bottom does not change the optimal trajec-

tory since the cost-to-go remains unchanged. Any di↵erent move would be more

expensive.
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(b.i) This is extensively discussed in Example 2 of the handout on Optimal Control.

Define z̃ = z � zE and ũ = u. The minimum energy problem can be solved as the

limit of the quadratic cost

J(z̃(0), u(·)) =

Z 6

0

u(t)2dt+
1

"
z̃(6)2

for " ! 0. Thus, we need to solve the Riccati equation

�Ẋ = Q+XA+ ATX �XBR�1BTX

for Q = A = 0 and R = B = 1. Note that X is a scalar. This leads to the equation

Ẋ = X2

that we need to integrate backward from X(6) =
1
" . The minimum energy is then

given by

J(z̃(0), u⇤
(·)) = z̃(0)2X(0) = (zS � zE)

2X(0) = 36X(0)
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(b.ii) As in Example 2 in the handout, to make the computation easy we take Y =

�X�1
and we use the identity �Ẋ =

d
dt (Y

�1
) = �Y �1Ẏ Y �1

to rewrite the Riccati

equation in (b.i) as

Y �1Ẏ Y �1
= Y �1Y �1

! Ẏ = 1.

Its solution at time T satisfies

Y (T ) = T + Y (0) ! Y (0) = Y (T )� T ! X(0) =
1

T � Y (T )
.

Taking T = 6 and Y (T ) = ", for " ! 0 we get

Y (0) = �6 ! X(0) =
1

6
.

The optimal cost is thus

J(zS � zE, u
⇤
(·)) = (zS � zE)

2X(0) = 6

for the optimal control

u⇤
(t) = �BTX(t)z̃ = BTY �1

(t)z̃ =
1

(6� t)
(zE � z(t)) .
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Question 2

(a.i) kTw!yk2 =
p

2⇡trace(BTLB) where L = LT > 0 is the solution to

AT
(k,c)L+ LA(k,c) + CTC = 0

for

A(k,c) =


0 1

�k �c

�
=


0 1

�1 �1

�
and C =

⇥
1 0

⇤
.

For L =


`1 `3
`3 `2

�
we have

0 = AT
(k,c)L+ LA(k,c) + CTC =


�2`3 + 1 `1 � `3 � `2

`1 � `3 � `2 2(`3 � `2)

�

from which

`3 =
1

2
`2 =

1

2
`1 = 1 .

Thus,

kTw!yk2 =

p
2⇡trace(BTLB) =

p
2⇡`2 =

p
⇡

• In terms of the impulse response of the system, gw!y(t), we have kgw!y(t)k =
1p
2⇡
kTw!yk2 therefore the 2-norm provides a bound on the energy of the impulse

response.

• In terms of kyk1, we have kyk1 
1p
2⇡
kTw!yk2kuk2. Thus, the 2-norm pro-

vides a point-wise bound on the largest displacement of the shock absorber for

input perturbations of finite energy,

(a.ii) The solution corresponds to the state-feedback H2 optimal control. We compute

the solution X = XT > 0 of the CARE

0 = XA+ ATX + CTC �XBBTX

that also guarantees stability of A � BBTX. Then, u = �BTXx is the optimal

control, that is, optimal sti↵ness and damping correspond to
⇥
k c

⇤
= BTX.

For X =


X1 X3

X3 X2

�
the Riccati equation reads

0 =


1�X2

3 X1 �X3X2

X1 �X3X2 2X3 �X2
2

�

from which

• X3 = ±1;

• X2 =
p
2X3. This must be real and positive otherwise X is not positive

definite. Thus, X3 = 1 and X2 =
p
2.

• X1 = X3X2 =
p
2 .
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This solution of the Riccati equation gurantees that A� BBTX is stable. Thus,

⇥
k c

⇤
= BTX =

⇥
1

p
2
⇤
.

For the optimal parameters (not required, provided for completeness),

kTw!zk2 =

p
2⇡trace(BTXB) =

p
2⇡X3 =

p

2⇡

(a.iii)

kTw!yk2 =

����


Tw!y

0

����� 

����


Tw!y

0

�
+


0

Tw!u

����� =

����


Tw!y

Tw!u

����� = kTw!zk2 .

Repeating the computation in (a.i) for k = 1 and c =
p
2 we get

L =


`1 `3
`3 `2

�
=

"
3

2
p
2

1
2

1
2 .

1
2
p
2

#
.

Thus,

kTw!yk2 =

p
2⇡`2 =

r
⇡
p
2
<

p
⇡ .

(b.i) For k = 1 and for any c � 2 we have

Tw!y(s) = C(sI � A)�1B =
1

s(s+ c) + 1
=

1

s2 + cs+ 1
.

For c � 2 its poles are real and with negative real part since s = �c±
p
c2�4

2 .

It follows that

|Tw!y(j!)|  |Tw!y(j0)| = 1 for all c � 2 .

(b.ii) Define K =
⇥
�k �c

⇤
. We want to find the matrix K that minimizes the gain

from the input w to the output z of the system

ẋ = (A+BK) + Bw z =


C
K

�
x .

This is achieved by solving the Lyapunov inequality V̇  �z2+�2w2
for V = xTXx

while minimizing � > 0. The Lyapunov inequality leads to the matrix inequality

2

4 X(A+BK) + (A+BK)
TX +

⇥
CT KT

⇤  C
K

�
XB

BTX ��2I

3

5  0 .

For Y = X�1
we can rewrite

2

4 (A+BK)Y + Y (A+BK)
T
+
⇥
Y CT Y KT

⇤  CY
KY

�
B

BT
��2I

3

5  0 ,

5



and using Z = KY we get

2

4 AY +BZ + Y AT
+ ZTBT

+
⇥
Y CT ZT

⇤  CY
Z

�
B

BT
��2I

3

5  0 .

Finally, using the Schur complement,

2

664

AY +BZ + Y AT
+ ZTBT B

⇥
Y CT ZT

⇤

BT
��2I 0

CY
Z

�
0 �I

3

775  0 .

which is a linear matrix inequality in the unknowns Y = Y T > 0, Z, and � > 0.

Minimizing over � returns Y and Z from which the minimizing H1 state-feedback

controller reads

u = Kx = ZY �1x .
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