
Question 2

(a)
Fl (P (s), K(s)) = Tw̄!z̄

z̄ = P11w̄ + P12ū

ȳ = P21w̄ + P22ū

ū = Kȳ

ū = K(P21w̄ + P22ū)

) ū = (I �KP22)
�1
KP21w̄

) z̄ = P11w̄ + P12ū = [P11 + P12(I �KP22)
�1
KP21]w̄

So
Fl (P (s), K(s)) = Tw̄!z̄ = P11 + P12(I �KP22)

�1
KP21

(b) Comparing with the formulation in the data sheet of theH2 optimal control problem
we have

A =


1 1
0 1

�
, B1 =


1
1

�
, B2 =


0
1

�
,

C1 =
⇥
1 1

⇤
, C2 =

⇥
1 0

⇤

The matrices AK , BK , CK in the state space realization of the controller are (from
the data sheet),

AK = A� B
T
2 F �HC2

BK = �H

CK = F

where F = B
T
2 X, H = Y C

T
2 . Substituting the expressions given for X, Y we have

AK =


1� ↵ 1
�2↵ 1� ↵

�
,

BK = �H = �


1
1

�
↵,

CK = F =
⇥
1 1

⇤
↵

(c) LQR problem. Comparing with the form in the data sheet, we have

A =


1 1
0 1

�
, Q = C

T
1 C1, R = 1, B = B2, C = C1

uopt = �R
�1
B

T
Xx

where X is the stabilising solution of the CARE in (b), and is hence as given in (b).
Optimal cost

Jopt = x0Xx0 = 2↵
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(d) In (b) we have an output feedback H2 optimal control problem, and the optimal
controller involves an observer to estimate the state, together with a state feedback
policy acting on the estimated state. The problem in (c), on the other hand, is
a state feedback optimal control problem that can also be formulated as an H2

optimal control problem.
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4F3 cribs

Question 1

(a) The value function is

V (x, k) = min
uk,...,uh�1

(
x
2
h +

h�1X

i=k

(x2
i + u

2
i )

)

where xk+1, . . . , xh is the sequence generated with inputs uk, . . . , uh�1 given that
xk = x, i.e. it is the minimum remaining cost from step k onwards given that
xk = x. The dynamic programming equation is

V (x, k) = min
u

�
x
2 + u

2 + V (xk+1, k + 1)
 

= min
u

�
x
2 + u

2 + V (x+ u, k + 1)
 

(b) Substituting V (x, k) = g(k)x2 into the dynamic programming equation we get

g(k)x2
k = min

u

�
x
2 + u

2 + g(k + 1)(x+ u)2
 

(1)

Di↵erentiate w.r.t. u and set equal to 0 to find the minimizing value of u, i.e.

2u+ 2g(k + 1)(x+ u) = 0

)u = �
xg(k + 1)

1 + g(k + 1)

So

min
u

{.} = x
2 +


xg(k + 1)

1 + g(k + 1)

�2
+ g(k + 1)


x�

xg(k + 1)

1 + g(k + 1)

�2

= x
2 + x

2 xg
2(k + 1)

(1 + g(k + 1))2
+

x
2
g(k + 1)

(1 + g(k + 1))2

= x
2

✓
1 +

g(k + 1)

1 + g(k + 1)

◆

Hence from (1) we have

g(k) = 1 +
g(k + 1)

1 + g(k + 1)

1
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(c) h = 3, x0 = 2

g(h) = 1 since V (xh, h) = x
2
h

g(2) = 1 +
g(3)

1 + g(3)
= 1 + 1/2 = 3/2

g(1) = 1 +
g(2)

1 + g(2)
= 1 +

3/2

1 + 3/2
= 1 + 3/5 = 8/5

g(0) = 1 +
g(1)

1 + g(1)
= 1 +

8/5

1 + 8/5
= 1 + 8/13 = 21/13

Minimum cost is V (x0, 0) = 22 ⇥ 21/13 = 84/13

(d)

J̃ = x̃
2
h +

h�1X

k=0

(x̃2
k + ũ

2
k)

Also the system under the transformation becomes

x̃k+1 = ↵x̃k + ↵ũk

From the data sheet, or from the previous expressions with g(k + 1) replaced with
↵
2
g(k + 1), we have

ũk = �(1 + ↵
2
Xk+1)

�1
↵
2
Xk+1x̃k

where

Xk�1 = 1 + ↵
2
Xk � ↵

2
Xk(1 + ↵

2
Xk)

�1
↵
2
Xk

= 1 + ↵
2
Xk

✓
1�

↵
2
Xk

1 + ↵2Xk

◆

= 1 +
↵
2
Xk

1 + ↵2Xk

Furthermore,

ũk = �
↵
2
Xk+1

1 + ↵2Xk+1
x̃k

, uk = �
↵
2
Xk+1

1 + ↵2Xk+1
xk

2



3) a) Open loop Opti conewl problem solved over a

firte horizon and scalingfrom measugeat
consectscale. Firstvalue of a used and

process replaced for nextmeasured state.

B) f(x)
=

qu +us +qui + u,
= 9x0 +20 +9(210 +40) tu
= 59(5 +(79)u." +494040th."

minimum clearly has 4 =0

o z 2(1 +9(40 +497
i0 atnz -

x.

closed loop is then 112x = (2-1a)((
=

7q" =

=> pole atz
=

q2/21 if =

C) Lee I be as defined, ten can wine

A

zax()+2()zEqu(e)+u(e) +kxn+)
e=0 e =0

when te finh term represents is optimal costfrom 1=n+
onwards.

Now need to find a terminal setwhich is invariant

and constraineadmissible wasthe control low
u ==Lx

L81, as coollaw is scabilising and so a suitable
conscair admissible setis (n-1. Is tis
invariate?

Yes, ofvice Itthen with:Isa -La
(H) 1(1 -4). t =E - 1 =2 1z1

Hence, receding horizon control law is tominimize

L

U

z(qu+wa) + kxni.s.c. 1xn+1) <t
k =0 L

subjectto >0=5((v) and apply a consol haw
u(x)

=u..



47 afQ(a) is de opinal COSE agree Ealingaction a

atstax

Q(x, a) =r(, a) + minQ(-(), a)

b) Iv is requested thatthe case to be optimized isa

Sum
of Stage cosos v(lia) · For i) itis,withstage cost

n( +ck for i) itis not
-

Cr(x,a) =

(x +(a)

4654
35434

=>a= 2 4 3234
I 2123

④ 0 ( 2

·Yu-1 - 1 017

4888
Qu(x,c) - (x) +(c) +vinQ(x+a,a) 3 6668

= 2 44468
I 2246
④ 024
·Yu-1 - 1 017

4 10412 4 101214 4107214
3 - 8912 3 781014 3781014

Q3 =
2 4569k 94 = 24561014 Q3234561014

=04
I 2369 I 23610 I 23610

④ 03 6 ④ 036 036
2( 2(
(n -1 -1017 (n -1 -1017 "y-c

- 1 01 z

=> Q4is optimal

Optimal strategy from clozz is not-2, =2055 =4

For air costof His stray is #
costof ho=+, u,2-1 is 4 +1

=1
+1

which is hence a better startsy


