
4F3 cribs

Question 1

(a)

V (x, k) = min
u
{c(x, u) + V (xk+1, k + 1)}

= min
u
{c(x, u) + V (f(x) + g(u), k + 1)}

V (x, h) = Jh(xh)

V (x, k) is the value function, i.e. it is the minimum remaining cost from step k
onwards, given that xk = x.
Significance: Can be used to derive analytical expressions for the optimal policy
(e.g. LQR problem). Can reduce the computational complexity when xk, uk take
discrete, finite values.

(b)

V (x, t) = min
u
{c(x, u)δt+ V (x+ δx, t+ δt)}+O((δt)2)

= min
u

{
c(x, u)δt+ V (x, t) +

∂V

∂x
δx+

∂V

∂t
δt

}
+O((δt)2)

Hence

0 = min
u

{
c(x, u)δt+

∂V

∂x
δx+

∂V

∂t
δt

}
+O((δt)2)

= min
u

{
c(x, u) +

∂V

∂x
ẋ+

∂V

∂t

}
+
O((δt)2)

δt

Taking the limit δt→ 0 we get

−∂V
∂t

= min
u

{
c(x, u) +

∂V

∂x
(f(x) + g(u))

}
,

V (T, x) = JT (x)

(c) (i)

˙̃x(t) = αeαtx(t) + eαtẋ(t)

= αx̃(t) + eαtẋ(t)
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[
˙̃x(t)− αx̃(t)

]
e−αt = −x+ u

Hence

˙̃x(t) = (α− 1)x̃(t) + ũ(t)

i.e. this is linear in x̃, ũ. Also c(x, u) = x̃2 + ũ2. Hence the transformed
problem is an infinite horizon LQR problem.

(ii) The CARE for this problem is

1 + 2X(α− 1)−X2 = X2 − 2X(α− 1)− 1 = 0

Hence

X =
2(α− 1)±

√
4(α− 1)2 + 4

2

= α− 1±
√

(α− 1)2 + 1

X > 0 for a stabilising controller so choose

X = α− 1 +
√

(α− 1)2 + 1

The controller is given by ũ(t) = −Xx̃(t), or u(t) = −Xx(t).
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Question 2

(a) Comparing with the formulation in the data sheet for anH2 optimal control problem
we have

A =

[
1 1
0 1

]
, B1 =

[
2
2

]
, B2 =

[
0
1

]
,

C1 =
[

2 2
]
, C2 =

[
1 0

]
Substituting X in CARE we get[
α β
β β

] [
1 1
0 1

]
+

[
1 0
1 1

] [
α β
β β

]
+4

[
1 1
1 1

]
−
[
α β
β β

] [
0 0
0 1

] [
α β
β β

]
= 0

Hence [
2α α + 2β

α + 2β 4β

]
+ 4

[
1 1
1 1

]
− β2

[
1 1
1 1

]
= 0

We therefore have

2α + 4− β2 = 0

α + 2β + 4− β2 = 0

4β + 4− β2 = 0

Hence from the third equation we have

β =
4±
√

16 + 16

2
= 2± 2

√
2

and from the first equation we have

α =
1

2
(β2 − 4) = 4(1±

√
2) = 2β

(b) Substituting in FARE we get[
γ γ
γ δ

] [
1 0
1 1

]
+

[
1 1
0 1

] [
γ γ
γ δ

]
+4

[
1 1
1 1

]
−
[
γ γ
γ δ

] [
1 0
0 0

] [
γ γ
γ δ

]
= 0

Hence [
4γ δ + 2γ

δ + 2γ 2δ

]
+ 4

[
1 1
1 1

]
− γ2

[
1 1
1 1

]
= 0

Same equations as with CARE. Hence we have δ = 2γ = 2β = α.

(c) The matrices AK , BK , CK in the state space realization of the controller are (from
the data sheet),

AK = A−B2F −HC2

BK = −H
CK = F
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where F = BT
2 X, H = Y CT

2 . Substituting the expressions derived for X, Y we have

AK =

[
1− β 1
−2β 1− β

]
,

BK = −H = −
[

1
1

]
β,

CK = F =
[

1 1
]
β

The transfer function is

K(s) = CK(sI − AK)−1BK

= β
[

1 1
] [ s− (1− β) −1

2β s− (1− β)

]−1 [
1
1

]
(−β)

=
−β2

[s− (1− β)]2 + 2β

[
1 1

] [ s− (1− β) −2β
1 s− (1− β)

] [
1
1

]
=

(−β2)(2s− 1)

[s− (1− β)]2 + 2β

=
β2(1− 2s)

s− 2(1− β)2 + 1 + β2

(d) Solve the Riccati equations specified in the data sheet for given γ to find a controller
such that ‖Tw→γ‖∞ ≤ γ. Use a bisection algorithm to find the minimum γ for which
there exists a controller such that this H∞ bound holds.
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