Module 4F7, Statistical Signal Analysis, Easter 2022

S.S.Singh
January 31, 2022

Question 1

Part a

E(X?) E(X1X,) E(X1X3)
Yo =E(XXT) = | E(X2X;) E(X3) E(X5X3)
E(X3X1) E(X3X;) E(X3)

so we need lag 0, lag 1 and lag 2 terms of the autocorrelation, which are 7 = 02(1 — a?), r; = arpand
r3 = ary respectively.

VYT =XXT+vvT 4+ XvT + VX"
and thus ¥, = ¥, + I as cross terms have zero expectation. Similarly,
YXT =XxX"+vX"
and X, = 3.
[Total marks: 30%)|
Part b-(i)
To find b; set E(X;) = E(X;) or b; + B;E(Y) = E(X;). Firstly, E(X;) = oE(X;_1) = 0. Secondly,

E(Y) is the zero vector. This gives b; = 0.
To find B; differentiate as follows:

el = X2+ (Xi)? - 2X,X;
e =X?+(B;Y)* -2B,YX,
Ve? =2(B;Y)Y —2YX;
=2Y(YTB}F) - 2v X;

E(Ve}) =25, B! —2(%,,,)

[Total marks: 30%|



Part b-(ii)
From the previous part
(X -X)(X-X)T=xXT 4+ XXT - XxxT - xX7
XxT =2l lvyx”
XXT =XYTS, 'Sy,
XXT =5l s lyyTs s,

Taking the expected value gives

EXXT) =3I -1y,

yr—y
EXXT) =33 15,
EXXT) =33 1%,

Adding all terms gives

E [(X X)X -X)T =9, -9 n-ln,

yr—y

[Total marks: 40%)|
End of Question 1.



Question 2

Part a

po(x1, Y1, 27, yr) = po(x1)p(y1|x1) - - - po(xr)p(yr|2T)

where

[Total marks: 20%|

Part b

We can solve for

€z (ye — 33:5)2
po(e ye) = 270 P <_219t2 202 )
1 1 T
_ 2 tYt
—Mm@“wf%ﬂ+ﬁ>

z2 1 1 Tt
2

po(zt|y:) = Cexp <_t(92 + =)+

where constant D contains non-z; terms and constant C' is the normalising constant so that pg(z:|y:)
integrates to 1. Find answer to be a Gaussian with variance

1 1.4
(97 + ﬁ)
and mean 5
yr 1 1
2E TR ThE e

[Total marks: 20%)|

Part ¢

<o

T ) T
logpg (1) -~ pg(ar) = 5 log(27) — T'log(0) — Z

[\~
Syl
o

o
Il
N

Taking the expectation gives

/mgpé(xﬂyt)da?t = mean? + variance

[Total marks: 20%)|



Part d

Differentiating with respect to 62 and set to 0 to get

T
T s7
—— + E — =0
20% ] 204

When o =0, s? = y? +0 = y?.
[Total marks: 20%]|

Part e

By differentiating with respect to 62 = & S 22 which does coincide the answer in part-(d) when
o = 0 since, for a noiseless observation, it must be that y; = x.

[Total marks: 20%|

End of Question 2.



Question 3

Part a

When p(yn |z, =1) = \/%91' exp (—ﬁyﬁ).
[Total marks: 5%|

Part b

If S, > S,_1 thenY,, > 0andif S;, < S,,_1 then Y,, < 0. ThusY,, can take positive and negative values
as it is assumed by the model p(y, |z, ). In this case the instantaneous value X,, of the Markov sequence
X1, X, ... determines the variance of Y,, and the variance of the observation sequence assumes one of
two values only, 62 or 2. Although this may be a simplification, it is still consistent with the data
since p(Y1,...,Y,) > 0 for all possible values of Y7,...,Y,,.

[Total marks: 5%|

Part ¢

Pnt1 =Pr(Xni1 = 1y1n)
=Pr(X,11 =1, X, =1ly1m) + Pr(Xnt1 = 1, X, = 2|y1n)
=Pr(X,11 = 1|X, = L,y1.) Pr(X,, = Ly1.0)
+Pr(Xn41 = 1Xn = 2,y1.0) Pr(Xn = 2|y1:0)
= (1 - q)Pr(Xn =1y1.n)
+q(1 = Pr(Xyn = 1|y1:n))

Thus Pr(X,, = 1|y1.») is needed which is
Pnamg, €XD (—ﬁzﬁl)
P zssgy oxp (=70 ) + (1= pa) gy o0 (=370

[Total marks: 20%)|

Part d
an = p(Yn:1|Xn = 1)

= p(Yn|Xn = Dp(ynt1.7|Xn = 1)

:p(yn|Xn 1)p(yn+1 Ty n+1 - 1|Xn - ]-)

+p(Yn| Xn = D)p(Ynt1:70, Xng1 = 2|X,, = 1)

= p(Yn|Xn = Dant1(1 — @) + p(yn| Xn = D)bri1q
Similarly

= p(Yn|Xn = 2)p(Yn+1.7|Xn = 2)

= p(yn|Xn = 2)p(yn+1:T7Xn+1 = 1|Xn = 2)

+ 0(Yn| Xn = 2)p(Unt 1.1, Xnp1 = 2| X, = 2)

= p(yn|Xn 2)an1q +p(yn|X =2)bpy1(1—q)

[Total marks: 20%)|



Part e

Pr(X,, = 1|ly1.n_ 7l X, =1
r(Xn - 1|y1:n—1)p(yn:T|Xn - 1) + Pr(Xn - 2‘y1:n—1)p(yn:T|Xn - 2)
o Pnln
B PnQn + (1 _pn)bn
[Total marks: 10%)|

Part f
d 1 1
—1 nll) = —— + —1>
a9, 08PWall) = =5+ g3V
Thus answer sought is
1 n 1,
4 o
91 e%yn

and

[Total marks: 20%|

Part g

d 1 d
— 1 7)== ——— . .
do; ng(yl.T) P(ylzT) deijgp(yLT,iEl.T)

1

d
= =9 Zp(ylzTﬂclzT)
p(yr.r) db; £~

1 d

) _
= Z 20 log p(y1.7x1.7)p(*1.7|Y1:T)

T1:T

d T
=y - > “log p(yelae)p(errlyrir)
bt=1

T1.T

d d
> a7, logp(elz)p(@ilyrr)

t=1 x4

T4
=D g logp(wler = Dp(ae = ily1.7)

The answer is
and

[Total marks: 20%|
End of Question 3.



Question 4

Part a

1 1 ,
plnln) = s exp (51 0n - 07)

Take the log and differentiate to find this mode:

d 1 1
— 1 - -
e ogp(ylar) = -5 527 T o1 (y1 0)?

or 2 = (y; — 6)2. So there are two distinct modes for . The function p(y;|x1) is bimodal too, close
to zero for large x2 and similarly becoming zero as x7 — 0 since the variance is 0 and the gaussian
density will be 0 unless y; = 6.

p(z1]z0) is a gaussian centered at axg = 0. So p(z1|z) is symmetric around 0. The posterior will
be bi-modal. The exact plot is - only a sketch showing unimodality and bimodality is needed.
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[Total marks: 30%)|

Part b

Bayes theorem can be expressed as a prediction step and an update step.
The prediction step is

P(It+1|y1:t) = /p($t+1|£lft)p(93t|y1:t)d$t~

The update step is
P(ytﬂ\xt) ($t+1|y1;t)
[ p(yesa|ae)p(zesryr:e)deq

P(Tep1lyriq1) =

[Total marks: 20%]|
Part c

dilalogp(le,xlT) log (p(x1]xo)p(yilz1) - - - p(rr|zr—1)p(yr|2T))

og (p
4

40 log p(y¢|¢)
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[Total marks: 20%)|



Part d

Lrogp(r) =
dg “EPVYT p(y1.7) df
d

d
@p(ylzT) =70 /p(yLT,CCLT)deT

d
/ p(y1.7, T1.7)dT1.7

p(?h:T)

a0’

d
_ / (Cwlogp(yl T, 21 T)) p(y1.7; 21.7)dT1T

d d
7 logp(y1.7) = / (d& log p(y1.7, 1. T)) p(@rr|yrr)derr

= Z/ log p(ys| ) p(z1.7|y1.7)d2 1T

:Z/ log p(yt|ze)p(@e|yr.r)dar.r

Il
M= I

(ye — 0)s¢

o~
Il
_

[Total marks: 20%]|

Part e

Convert the samples into importance samples from p(x1.741|y1.741)
Prediction step:
Sample X% | ~ p(zr41]|X%) and extend the particle to get Xi.,, ;. Do this fori=1,...,N.
Update step:
Assign the particle X}, the Weight Wiy = p(yr+1/X%5. ). Do this for i = 1,..., N. From the
previous part, the desired estimate of g7 logp(y1.741) is

where N
Zz 1 Xf Xl WT+1

Zz IW’JZ"—i-l

Cy =

[Total marks: 10%)]
End of Question 4.



