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S1e- a)

i)l

b)

Provide a probabfistic interpretation for the network's output and use this to justify
+1-^ f^-.- ^€ i1^^ ^ki^^+:-"^ &,*^+:^*ultu lutu ul Lraw uuJEUkrYE lurulluu.

Ansrnrer

Interpret ihe output of the network as the probability that a pedestrian is present in
the irnage: r{Z;V,W} : p(t: llZ,V,W).
The probability of the dataset labels given the parameters is therefore:

]Y

ptDlV, W) : lf r {zt"l - V, w')t'*' {t - xqgt*t ; V, w))t'"' }
n:1

{N \
: exp { I n,, togx{s{"i"v,wi+ (1 - 1(")) }cgi1 - r{z{".);}i I4l))) J (1)

\u I
\n I /

Placing independent zero-mean Gaussian priors over the weights V.i artd lVt..; willn
variance 1i* and 1;/3 respectively. -ltelds:

1/1 \
p(\',w'la): ff p(r.';.,)p(u,,,) :I7;4""p ( - ) t"vv?i + E1/'i2) ) fr;

i,i i,i "\*'"t /

In this way we can interpretr tFre objective function as relating to the prabability of the
*'eight vector given the trainiag dat"a, p(,W,VlD,a): #:rexp{-G{H, W))"

Describe how to train the netrarork's convolutioaal weights I4l using gradient desceni.

Con-rpute the derivative required tc implement gradient descent. Simplifu- ]rour expres-
sion and interpret the terms.

Answer
The gradient descent algorithrc operates as foilcws:

i" initiallse the weights (e.g" using Gaussian noise w-ith a srnall r,ariance)

ii. conpute the derivati..re cf the objective function vritir respect to tire con':oi,:iionai
d.c(v"w-\welgots -w

iii. step down the graciient W1j * lili3 - q#? (4 is a user defined learning rate)
;,, 'lnnn t,, -,t^^ /r\ ,,-til \11{l,t i,l.'\ .- rrJ

\-/, u,rr,!

To compute the deri-,.ative we use backpropagaticn {aka t}re chain r-,-rle)

{1{ro/..1.

i4o%j

wtrere each af tire terrcs are.
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Combining the terrns together yields

d ^/ 
'\1:Gtv,w): -f (t('r - "("))I u,tf'{"17})rf!,,i-u+ awir". (6)

dlVo,6 n=l i,j

So, the derivative is simply the sum o-rer all datapoints of the error between the predicted

and true labels (r{"1 - 1(')) multifriied by the sensitivity of the network's output on the

convolutional weights plus a linear weight decay term. The sensitivity is a convolution
bet*-een the product of ttre output weights and non-linearity derivative V3f{al"}1 ana

the image fiipped ie the x and y directions Z\|,-i

c) Describe enbancements to the architeture of the aetwork that naigl* irnprove its ability
to perform pedestrian detection. l-40%i

Answer
There are lots of possible ways of improving the archicture of the netw-ork.

i. One enhancement would be to use additional sets of convolutional weights.
Currently the method only uses one set and this means that it is only able to extract

a single feature (u.g. u specific oriented edge) to perform classification.

ii. A second enhancernent, would use a poolitg/subsampling stage after the non-linear

stage. This would pool over a iocal neighbourhood and pick e.g. the max or average

value. This will introduce shift invariance and reduce the number of pararneters

that are required in the layers above.

iii. A third enhancerleni would tre to use a neural network with ma-ny layers each of
which is structured as above. Together these enhancenents lead to deep conr,"olu-

tional neural networks"

The answer should descriJ:e these enhancements in detail which is bookwork'



1. Gaussian srnoothing and Interest point descriptors for matching. Attempted
by aSlaB Part IIB candidates, average mark 13.8/20.

A question covering convolution with low pass and band pass filters in scale space to
Iocalise features for image matching. Well answered by most candidates. Only part
to cause problems being (c)i - flnding the orientation of a feature of interest before
sampling window of gradients for computing SIFT descriptor.

2. Perspective projection, transformations and camera calibration. Attempted
by a3la3 candidates, average mark 73.7f 20.

A question covering perspective projection, planar homographies and vanishing points.
Well answered by most candidates. Most candidates struggled with finding the equation
of the horizon of the ground plane in terms of the projection matrix elements. compose
the transformation to get the orientation of the plane.

3. Multiple view geometry and 3D reconstruction. Attempted by 42f 43 catdidates,
average mark 73.9f 20.

A straightforward question covering multiview geometry and 3D reconstruction. The
decomposition of the fundamental matrix to recover translation and rotation caused
some erros. The last part on structure from motion - reconstruction and bundle ad-
justement was poorly answered.

4. Object recognition with convolutional neural networks. Attempted by alaS
candidates, average mark 13.8/20.

An unpopular question because this was new material. The few candidates that at-
tempted made good progress.

Roberto Cipolla, Principal Assessor and Richard Tbrner, Assessor


