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Solutions: Paper 7 — Mathematical Methods, IB 2005

Section A
1. (a) Express the integral I in polar coordinates: = r cos(f), y = rsin(f).

The substitution is: z? + y? = r2. The Jacobian is r and therefore dzdy is substituted by

rdrd0 to give:
R I
I = / / r? rdrdf
r=0 J6=0
R

0
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(b) The volume V is a stack of the semi-circular slices evaluated in part (a).

J = / / /V (2 +?) dzdydz

= /z=0I(z) dz

1 4
= / i dz with R = (1 — 2)
z=0 4
_m =2
47 5 |,
= L
~ 20

©@ V- -F=9y*+22

(ii) Flat triangular surface: n = —j. Therefore F - n = —z2%y. But y = 0 everywhere on

this surface so
/ / F-ndS=0
S(triangular)

Flat semicircular surface: n = —k. Therefore F - n = —1. The area of this surface is 7 /2

SO
/ / F-n dS=-n/2
S(semicircular)

(iii) The divergence (Gauss) theorem in 3D is

[[[v®ar=][rnas



From part (b), [ [ [, V-F dV = n/20. Hence:

// F-ndS = —”-—// F-ndS—// F-n dS
S(conical) 20 S(triangular) S(semicircular)
™ o

[A very popular question. Most candidates showed good understanding of the principles of
the question. A common mistake was to evaluate the Jacobian as 1/, rather than r in part
(a). Another common error was to assume that V - F was equal to zero in part (c)iii, even
though nearly all candidates had evaluated it as =* + y? in part (c)i.]

2(@@3A)V-F=6andVxF=0.

(ii) Because V x F = 0, there is a scalar potential ¢ which satisfies F = V¢. This is given
by:
p=z’+y"+2°+C

where C' is an arbitrary constant.

(iii) Because V x F = 0, the line integral is independent of the path taken and [ L F-dL=
Gend — ¢sta‘rt =1-0=1

(b) (i) By Stokes’ theorem, §,G.dl = [ [, V x G dA, where A is the bottom face of the
cube, which has area 1 and unit normal k (defined by the direction of the arrows). From
the definition of G, the vector product V x G = —2k. Hence fc G.dl = -2

(i) V - (V x G) = 0. Hence the flux of V x G through surface .S, the other five faces of
the cube, is also —2. Because a direction is not specified, +2 is also an acceptable answer.

[This was the most popular question in section A and was very straightforward. Most
candidates spotted the short way to do parts (a)iii and (b)i, showing good understanding
of the principles. ]

3. (a) Start from Laplace’s equation and use separation of variables:
Va(z,y) = VX(X(2)Y () =Y X"+ XY" =0

XII YII
7 XY
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Therefore, either

XII YII

7(— = —k2 and —1—;;- = k2
or else X v

<= k? and 7= —k?

(i) The general solution if k = 0is ¥(z,y) = (Az + B)(Cy + D).

(ii) The general solution if X” is non-zero and negative is any of the following:
& X

¥(z,y) = (Ae*® + Be *=)(Cet 4 De ™)

¥(z,y) (A’ cos(kx) + B'sin(kz))(C’ cosh(ky) + D'sinh(ky))
U(z,y) (A’ cos(kx) + B'sin(kz))(Ce®¥ + De™)

Y¥(z,y) = (Ae*® + Be™**)(C' cosh(ky) + D'sinh(ky))

(iii) The general solution if 3% is non-zero and positive is any of the following:

P(z,y) = (Aekx + Be"’“)(C’ei"y + De—iky)

P(z,y) = (A cosh(kz)+ B’sinh(kz))(C’ cos(ky) + D'sin(ky))
¥(z,y) = (A cosh(kz)+ B’ sinh(kw))(Ce""y + De—iky)

P(x,y) = (A" + Be™*®)(C’ cos(ky) + D’ sin(ky))

(b) V2T = V2T — V*T;, = 0 because Ty is a constant and we are told that the temperature
distribution obeys Laplace’s equation: V2T = 0.

Find the general solution by separating the variables: T(z,y) = Tx(z)Ty(y). We have
already worked out these general solutions in part (a). The form of the solution will de-
pend on the boundary conditions and, since the top boundary condition is of the form
T = sin(kz), one can see by inspection that the general solution will be of the form
T(z,y) = (A’ cos(kz)+B'sin(kz))(C’ cosh(ky)+D’ sinh(ky)) or equivalently T'(z, y) =
(A’ cos(kx) + B'sin(kz))(Ce* + De ). The first of these shall be used here since we
have finite boundary conditions.

The bottom boundary condition is 7(z,y = 0) = 0. For non-zero A’ and B’, this requires
that ' = 0.

The top boundary condition is T(z,y = H) = Tisin(2rz/D). Hence, by inspection,
A'=0,k=2n/D and:

. f2mx\ o, . (27z . 2rH
T1s1n(D)—BDS1n(D)51nh( D)

T
sinh (%)

Hence
BI DI —



Therefore the general solution is:

T = To+T
sinh (z—g“) . [ 2rT
T = T0+T1m81n (T)

[This was the least popular question in section A and indeed in the whole paper. Part (a)
was well answered by most candidates, although a common mistake was to state that the
general solution if k = 0 is ¢Y(z,y) = 0, rather than (z,y) = (Az + B)(Cy + D). In
Part (b) a common mistake was to assume that the coefficient in front of the e*¥ term must
be zero, although this would only be true in an infinitely-wide sheet. ]

Section B

4. (a) Definitions are in the data book, so this should have been an easy start to the question.
Note the question says an n X m matrix (ie n rows and m columns) whereas the databook
quotes results for an m X n matrix.

Row Space: space of vectors {a;}, with each a € R™, spanned by the rows of A. OR, the
space formed from the independent rows of A.

Column Space: space of vectors {a;}, with each a € R", spanned by the columns of A.
OR, the space formed from the independent columns of A.

[Right] Null Space: space spanned by the set of independent vectors {x;} € R™ which
are mapped onto 0 € R" by A, i.e. Ax; = 0. It is the orthogonal complement of the row
space.

Left Null Space: space spanned by the set of independent vectors {y;} € R" which satisfy
yFA =0 (0 € R™). Alternatively we can think of the LNS as the null space of AT or the
orthogonal complement of the column space.

The rank of a matrix A is the dimension of the column space, which is the number of
independent rows or columns.

As the row space is the orthogonal complement of the null space, and the total dimension
of the space must be m, we have

Rrs+ Ryg=m
Recs+ Rins=n

(b) Perform the LU decomposition

1 0 O 1 3 3 2
A=LU = 121 1 0 = 0 Ugg Uz U4
lsp Iz 1 0 0 ‘uss ua

4



lop =2, 3layjtugg =7, therefore uxpy =1 : I3 =1, 3logtuss =8, therefore usy =2

2o + ugg = 7, therefore uqy =3 : 33 + lgoug = 5, therefore I3, = 2
3lg1+lsougs+uss = 7, therefore uss3 =0 :  2l31+I3us+uze = 8, therefore uzy =0
100 1 3 3 2
L=]1210 U=]01 2 3
1 21 0 00O

The 4 fundamental subspaces are:

(i) Row space: has rank 2 and is given by the indpendent rows of U, i.e.

1,332, [0 1,23
Note, that other vectors are possible as long as they lie in the ‘plane’ formed by the above
two vectors.

(ii) Column space: has rank 2 and is given by the columns of A corresponding to the
columns of U without pivots.
[1, 2, 1)%, [3, 7, 5]

Note that lots of candidates gave the column space as the rows of U without pivots,
which is incorrect.

(iii) Null space: If Ax = 0, Ux = 0, so we find the nullspace of U (which is much easier).

1332] |7 0
Ux=0 = [0 123|]|2|=|0
0000 s 0
Ty
Have 4 equations in 2 unknowns:
1+ 329+ 3x3+224 = 0

To+2x3+3z4 = 0

Can use any of the zs as free variables, =3, x4 is a good choice to reduce the amount of
algebra:

Tg = -—2553 + "32)4
Iy = —3(—2$3 - 3334) - 3:1:3 - 2$4 = —2$3 - 3$4
I 3 7
T _ -2 -3
- 2 | T T3 1 + x4 0
Tq 0 1

Thus a basis for the null space is:

[3, -2, 1, 0]%, [7, =3, 0, 1]F

S



[ of course any two independent vectors which are in the ‘plane’ spanned by the above
vectors, will do as a basis of the null space. Candidates gave a variety of correct answers,
of which the above were the most common. There were also a variety of incorrect answers!|

(iv) Left Null Space: either find ATy = 0 or find L~! and take bottom row, or find the
orthogonal complement to the column space (this is the easiest way as we are dealing with
3d vectors and can therefore take the cross product).

Using ATy = 0 we have

121 0
375 (Y| (o
38 7|[% %o
2 7 8| LW 0

Gaussian eliminate: row 2 - (3xrow 1), row 3 - (3xrow 1), row 4 - (2xrow1):

121 0
o122 |o
024(|%2]% 1o
03 6|L% 0
row 3 - (2xrow 2), row 4 - (3xrow 2)
121 0
o1 2| |%| 1o
oo0o0|[%]|T o
000]| LY 0

which tells us yo+2y3 = Oand y1 +2y2+ys = 0,0ryo = —2ysand y; = —2(—2y3) —y3 =
3ys; therefore a basis for the left nullspace is

3, =2, 1]F

Much easier, however, to cross the two basis vectors that form the column space

1 3 3
2| x| 7| =| -2
1 ) 1

Check if the equations are satisfied:
Rrs+ Rys=m 2+2=4 cormect

Res+Rins=n 241=3 correct

(c) Ax = b has a solution if b lies in the column space of A. Thus, if there is to be no
solution, b has a component outside the column space, i.e. b - n # 0, or

by 3
b -l -2 750 E=4 3b1—2b2+b3#0
b3 1



[This was the most popular question in the paper with almost all candidates attempting it.]

5. (a) If b does not lie in the column space of A, there will be no exact solution but we can
find a least-squares solution via the solution to the equation:

ATAx = ATb

Thus, if we can decompose A into an orthogonal matrix and an upper triangular matrix,
A = @R, we have

AT=RTQ"T = ATA=RTQTQR=RTR

since Q7 Q = I. We then have

RTRx=RTQ™ = Rx=Q"b

which can be easily solved by back substitution as R is upper triangular, therefore giving
us the LS solution.

(b) To do the @ R decomposition of M we first perform a Gram-Schmidt orthogonalisation.
Let u; be the vector corresponding to the ith column of M — want to find the q; from the
u; such that the q; are mutually orthonormal.

2

Set(h=ﬁﬁ=% 21

'
Now form qy = TE’ZT where
2

u; = uy — (qp - up)q;

1 2 1 2 -1
1
=|4|-3| 2 PR I P R
1 -1 1) 3| -1 2
-1
Therefore gz = 3 | 2
9

Similarly



u'3 =usz — (Q1 . ua)Ch - (QZ : 113)(12

2
Thus, q3 = 3 [ -1 :I
2

2 -1 2
Q is therefore givenby 1 | 2 2 -1
-1 2 2

di-u; qp-uz Qqp-Uus
R is now obtained using R = 0 Qo-uy Qo-uz | =

0 0 q3-us

O O W
O W w

w o o
| S|

Can check that QR does indeed give M.

(c) To find the eigenvalues of Q) we solve Qe = Ae or det(Q — Al)e =10

2/3-x —1/3  2/3
2/3  2/3—-Xx -—1/3
~1/3  2/3 2/3—A

> =0

S (2/3=)[(2/3=X)2+2/91+(1/3)[2/3(2/3—A)—1/9]+(2/3)[4/9+1/3(2/3—N)] = 0

= (2-3\)(4-122+9X +2)+ (4 —6XA—1)+2(4+2—-3X) =0

= 8—24A+18A2+4—120+36X2 =273 —6A+3—6A+12—6) = —27A3+54\%2—5414+27 =0

= M-22420-1= Q-1 =X1+1)=0

Therefore, A = 1 or A = (1 & /3i)/2. Thus the real eigenvalue of matrix Q is 1. To find
the eigenvector corresponding to this eigenvalue we solve (Q — I)x =0

~1/3 -1/3 2/3 T 0
2/3 —1/3 =1/3 | |z |=]0
-1/3 2/3 =1/3 || z3 0

Now solve this — Gaussian elimination is one way:



-1/3 -1/3 2/3 T 0
2x(rowl)+row2, -rowl+row3 == 0 -1 1 o | =10
0 1 -1 T3 0

-1/3 -1/3 2/3 Y 0
row2 +row3: — 0 -1 1 o | =10
0 0 0 T3 0
= —xl—x2+2z3=0, —To+23=0
1
Therefore, £; = 2 = 3, so thate = % 1
1

Consider the plane z + y + z = 0, this passes through the origin and has normal vector
[1,1,1]%, which we note is one of the eigenvalues, e, of Q . If v lies in the plane, then
v - e = 0. Consider Qv,

Qv-e=viQTe=vlie=v-e=0
as QT e is also equal to e. Since Qv - e = 0 we know that Qv also lies in the plane.

[Note that since Qe = e, multiply both sides by QT to give e = QTe].

[A less popular linear algebra question. Most candidates managed to do a correct QR
decomposition or at least knew how to attempt it. In (c) a good number of people left
out a factor of 1/3 in Q and therefore got an eigenvalue of 3 instead of 1 and the wrong
eigenvector. Very few people were able to do the very last part.]

6. (a)

H(w) = /tiw / :oo F(F)g(t = r)e—tdrdt = / T ) [ /t ” g(t—T)e_i“’tdt] dr

=—00 =—00

Substitute u = t — 7 so that du = dt to give

/T T fmerdr / T gwe M du = F(w)G(w)

=—00 t=-00

Thus H(w) = F(w)G(w), ie convolution in the time domain is equal to multiplication in
the Fourier domain.



(®) N ) 1
F(w) =/ f(t)e~*tdt =/ e Wt — _ [e—-iwt]ia

—a w

1 .. . )
— [e“"“ - e_“‘"‘] = 2a sinc aw
w

[could also use result in databook]

Zeros of sinc aw occur when sin aw = 0 ie when aw = 7. Thus for a = 1, first zero is at 7
and for a = 2 first zero is at 7 /2 — the two curves therefore look like:

o8|

(©)
Fi(w) = 2sincw isthe FT of fi(t) = { é’ gtlh:rviise
and
Fy(w) = 2 sinc2w is the FT of fy(t) = { (1)/2’ Lttlh:r\iise

If we convolve in the frequency domain we multiply in the time domain:

F, x F, is proportional to the FT of  f;(t) fa(t) o< fi(t)

since multiplying the two top hat functions together gives a multiple of the narrower top
hat.

(d) If we sample at the Nyquist frequency we know that the FT of the sampled signal is the
FT of the original signal repeated every interval of the sampling frequency, w;.

Since there is no ‘overlap’ when we sample at the Nyquist frequency, we can now low pass
filter this to obtain the original spectrum.

If

1, |w] < dws
Glw) = { 0, otherwise

is the lowpass filter, then clearly F(w) = F,(w)G(w). Multiplying in one domain implies
convolving in the other domain, therefore we know that f(t) o< f,(¢) * sinc(wsw/2), since

10



we know that the FT of a pulse is a sinc function. Hence the original signal f(¢) can be
formed by convolving the sampled signal, f,(¢), with a sinc function.

[The most popular question of Section C, well done by most. Part (d), a qualitative expla-
nation of reconstruction of a sampled signal was done well by most who attempted it.]

7. (a) The moment generating function g(s) for a continuous random variable, X, with pdf
f(z), is defined by

g(s) = /al] e f(z)dx

(b) Know that if W = X; + X, ie the sum of two random variables, then the mgf of W,
gw (), is given by the product of the mgfs for X; and X, ie

gW(s) = gX1(3)9X2(3)
If X, and X, are normal, as given, then we see that
gw(s) = e smitaoisgmsmatyols’
giving
gw(s) = el 3D = N(y; 4 g1y, /0 + 03)

i.e another normal distribution with mean y; + p and variance o? + 3.

(¢) X ~ N(2cm, 5 x 10~2cm). If we have 4 components end to end, the total length is
X, = 3_¢_, X; and from (b) we know that

Xs ~ N(8cm, V4 x 25 x 10~%cm) = N(8cm, 0.1cm)

(i) Tubes are 8.1cm long, so we want P(X, > 8.1) =1 — P(X; < 8.1)

1-
=1—<I>(8018)=1—<I>(1)=1—0.8413=0.1587

from tables. Thus the probability of not fitting into a given tube is about 15.9%.

(i) If each X; is distributed as N(u, o), we know that

100

)_(NN Zp"ia

i=1

100
> o2 | = N(100p, V10002) = N(100y, 100) = N(200cm, 0.5cm)
i=1

Since X ~ N(u,0) = aX ~ N(au,a0)
X ~ N(2cm,5 x 10™%cm)

\



Thus, assuming that all our components are independent and identically distributed with
X; ~ N(u,0), X is also distributed as a normal distribution. Therefore, to undertake a
significance test, we see if our observation lies in the 5% or 1% regions.

We therefore need P(X > 2.01)

2.01-2.0

X >201)=1— et
P(X >201)=1 <1>(5x10_3

) =1-®(2)=1-0.9772 = 0.0228
Thus, the chances of observing a sample mean of 2.01 are not significant at the 1% level,
but are significant at the 5% level.

Note that here we are performing a one-sided hypothesis test.

[A very easy question if you knew what you were doing. However, many people went wrong
on part (b), thinking that finding the mean and variance of the S = X; + X5, where X;
and X, are normally distributed random variables, was enough to show that S was also
distributed normally. Many also tried to do this via MGFs, which made it very painful.]

8.@DFT F=Y""1fe 2% 0<k<N-1

n=0

IDFT f, = & S0 ) Fe®™ % 0<n<N-1

N-1 N-1 N-1
-2 -k\r ik — 1 ik
Fy_ip = 2 :fne 2mi(N—-k) 5 § :fnCZ'lrsze 2min _ § :fne27mkN — FI:
n=0 n=0 n=0

since 2™ = 1 and if f} = f,, ie the f, are real.

Now form the DFT of {1,1,1,—1} (N=4);

3 3
F0=ane‘2’”'°”/4=2fn=1+1+1—1=2

n=0 n=0

3
Fl — ane—27ri'n/4 =14 le—21r'i/4 + le—2ﬂ'2i/4 _ 1e-—21r3'i/4 =1—-i—1—i=—2

n=0

3
Fy, = Z fne——27ri2n/4 =1+ 16—21:21'/4 + 1e—27r4i/4 _ 1e—27r61'/4 =1-14141=2

n=0

3
F3 — Z fne—27r’i3n/4 =1+ 16—27r3i/4 + 1e—21r6i/4 _ 1e-—21r9i/4 =14+i—-147=2

n=0
Therefore, Fi, = {2, —2i, 2, 2i} and we can see that F; = —2i is the same as F} =
(2i)* = —2i.
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(b) The expected value is given by E[X] = [

allz

zf(z)dz.

[Note that many people stated that the expected value was the negative of the derivative of
the moment generating function evaluated at zero — while this is correct (and was marked
as such) it was not the answer the examiner expected!]

f(x) as given looks like

Since f(z) is symmetric, or even, z" f(z) is an odd function if n is odd and an even function
if n is even. Moments of X are given by

/ 2" f(z)dz
for n odd this must be zero as ffoo =— [
0 1 . (o) 1 B
E[|X]|] = —z—e"dx + z=e “dx
D) , ©2

o0

1

=2 / :cée_’”dx putting * — — in first integral
0

= [~z + /0 edr = — [ =1

Therefore E[|X|] = 1.

° L1 > L1
E[|X|2]=/ xziexda:+/0 xz-ie‘“dx

-0

o0
1
=2 / w2§e“’”dx putting z — —z in first integral
0

\3



(o o]
= [—x2e'z];° +2 / ze *dzr = 2 using result for mean
0

Therefore E[| X |?] = 2.
Thus V[|X|] = E[|X’] - (E[X[)*=2-1=1

[ Not a popular question, which was strange as it was probably the easiest on the paper.
Part (a), on DFTs, was generally well done.Part (b) was less well done. Candidates had
surprising difficulty in evaluating quantities for | X |, indeed, many just ignored the modulus
signs and did it for X. Poorly done overall.]



	
	
	
	
	
	
	
	
	
	
	
	
	
	

