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SECTION A Business Economics [CRIBS]

Answer not more than one question from this section
1 (@)  Explain the concept of monopoly. [6]

A monopoly is a firm that is the sole supplier of a certain product (almost always by
virtue of being protected by some or other barrier to entry certain barriers to entry).
Sources of monopoly power include horizontal integration, vertical integration, the
creation of a statutory monopolies and franchises and licences. As shown below, a
market characterised by monopoly has a higher price and less goods consumed
compared to a perfectly competitive market.

Demand= Average
Revenue

Qn QMR Q

(b)  What are the economic arguments against monopolies? [4]



Monopolist can take the market demand curve as its own demand curve and can enjoy
some power over the setting of price or output. The standard case against a monopoly is
that these businesses can earn abnormal profits at the expense of economic efficiency.
The monopolist is extracting a price from consumers that is above the cost of resources
used in making the product. Consumers’ needs and wants are not being satisfied, as the
product is being under-consumed.

(¢)  Outline the Life Cycle hypothesis of consumption. [6]

The Life-Cycle Hypothesis considers consumption also being as a constant proportion
of long-run or normal income. The LCH emphasises the age of the consumer, and
proposes that he/she attempts to smooth consumption over a lifetime in which income
fluctuates widely. As shown below the hypothesis suggests, under normal conditions,
dissaving in youth and old age.

Income, consumption

0
Age Death

(d)  Assuming that the Life Cycle hypothesis is correct, how would an
individual’s consumption be influenced if he or she won £1million on the lottery? [4]

Although this windfall is a significant increase in actual income it is a much smaller
increase in lifetime or permanent income. He or she should spread their consumption
over their lifetime reflecting the estimated increase in normal income. The latter should



factor in the rate off interest and the returns on other assets (including consumer
durables).

2 (a)  Explain the concept of profit maximisation? [4]

Profits are maximised when the next unit produced and sold, adds as much to total
revenue as it does to total cost. Profit maximisation occurs when marginal revenue =
marginal cost (MR=MC). If MR exceeds MC profit can be increased by increasing
production, if MC exceeds MR profit can be increased by cutting back on production.

(b)  Under what circumstances would firms nof seek to maximise profits?

[6]

Profit maximisation requires knowledge of cost and revenue conditions in the market so
that MR and MC can be found — this may not be possible under conditions of
uncertainty. Also profit maximisation assumes that owners control the management of
the business. Where these roles are separated then the mangers of firms may have other
objectives such as sales maximisation. Sales maximisation focuses on behaviour of
manager-controlled businesses where salaries and other benefits more closely correlated
with sales.

Traditional economic theory assumes there is a single goal but behavioural economists
argue differently. Any corporation is an organization with various groups (employees,
managers, shareholders, customers) and each group may have different objectives/goals
The dominant group at any moment in time can give greater emphasis to their own
objectives but maximising behaviour may be replaced by satisficing (satisficing =
satisfy + suffice) — ie. setting minimum acceptable levels of achievement for
conflicting objectives

(©) Explain the Accelerator Theory of investment [6]

Accelerator model suggests that total capital investment in an economy varies directly
with the rate of change of output i.e. investment is largely income-induced. The basic
accelerator model assumes:

Given technological conditions

Given relative prices of capital and labour

A fixed size of capital stock needed to produce a given level of output

If the capital stock K is at full capacity and the capital/output ratio v is constant, then
net investment In may be expressed in the following way:

In = v(Yt — (Yt - 1))



If the level of output changes, then the desired size of capital stock will also change. Net
capital investment is the amount by which the required capital stock changes. It follows
that the amount of investment depends on the size of the change in output. When the
rate of growth of demand is strong, the size of the capital stock needs to be increased -
boosting demand for capital goods.

(d)  What impact would a reduction in the rate of interest have on the volume
of investment? [4]

The Marginal Efficiency of Capital model suggests that a reduction in the rate of
interest will normally increase the volume of investment (see below).

Real Interest
Rate

Changes in interest rites can alter
- —decisions-on-planned-investment
A fall in interest rates from R1 to R2 may
: make some ¢apital projects profitable
R1 pesensanneanes Fracaen (comparing interest rates with expected
: : rates of return on capital)

R3 fensnuecnnnnca \

S F— S N

Planned Capital
- non Investment (Id)

Better candidates may note the size of the effect will depend on interest elasticity of
investment. Additionally the volume of investment will be influenced by other factors
such as expected increase in demand, uncertainty, profitability, public policies, the
efficiency of the financial system and technological shocks.
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1.

(a) (i) Soil piping is subsurface erosion of soil by seeping waters from one side of the cut-off wall to the
other side. The water pressure due to seepage becomes larger than the original effective stress, which leads
to zero effective stress.

(ii) Liquefaction occurs in loose saturated soils. Prior to an earthquake, the water pressure is relatively low
and the effective stress is positive, keeping the loose structure stable. However, shearing of the soil by
earthquake shaking causes the loose structure to collapse. Because of the rapid cyclic shearing during the
earthquake, the water cannot drain from the collapsing soil and the water pressure to increase to the point

where the effective stress becomes zero and soil particles can readily move with respect to each other.

(b) Shield tunnelling involves using a special tunnelling machine (shield) to excavate the soil and installing
pre-made segments for lining. The segments are usually made out of pre-cast reinforced concrete and are
made in factory under controlled conditions. Hence, it creates a robust tunnel as long as the tunnel machine
operates smoothly. The shape of the tunnel is governed by the shape of the shield and hence the method
lacks the flexibility in shape.

New Austrian Tunnelling Method (NATM) involves using sprayed concrete and light reinforcement
mesh/steel fibres to create a temporary tunnel lining. It can be used to create a tunnel of different shapes.
Excavation sequences and face areas excavated can be continuously varied depending on the ground
conditions and real time monitoring data. Potential risks come from poor workmanship. For example,

inadequate sprayed concrete thickness and joint connections can lead to tunnel collapse.

(c) Piles are often used because adequate bearing capacity can not be found at shallow enough depths to
support the structural loads. It is important to understand that piles get support from both end bearing and
skin friction. The proportion of carrying capacity generated by either end bearing or skin friction depends
on the soil conditions. ‘

(i) when the tunnel is constructed under the pile, the capacity of end bearing may reduce and the building
load will be transferred to the skin friction. This leads to pile settlement and the building may suffer by the
differential settlements. .

(ii) when the tunnel is constructed at the side of the pile, there will be horizontal ground movements and the
pile may suffer by bending and hence lose its integrity. The variation of skin friction may also change

because of vertical ground movements.

(d) Instrumentation is essential to monitor the ground and building behaviour during the construction of the
tunnel. The piles should be instrumented when they are constructed. For example, inclinometers can be
installed inside the pile to monitor the horizontal movement of the pile during tunnel excavation. Strain

gauges can be attached to the reinforcements so that the change in axial stress distribution of the piles can



be monitored during tunnel excavation. Ground surface settlements and building movements should be

monitored. Ideally, extensometers should be installed to monitor the subsurface settlements of the ground.



2. (a) Diaphragm walls provide a water tight barrier to keep the excavation dry and are constructed to have
a minimum subsidence behind the wall. They are formed from reinforced concrete and are constructed as
normal cast-in-place walls with support which can become part of the main structure. The slurry trench
method is commonly used. This involves the excavation of alternating panels along the proposed wall using
bentonite slurry to prevent the sides of the excavation collapsing. The installation starts with the
construction of shallow concrete or steel guide walls. The excavation is then made using special equipment,
such as the thin-grab clamshell. Bentonite slurry is then pumped into the trench to provide temporary
support and a prefabricated reinforcing cage is lowered in. The bentonite slurry is then replaced by concrete

and the sequence proceeds onto the next panel.

®)

Total vertical stress at the ground surface ov = 30 kPa.

Total vertical stress at the water table (2m depth) ov=30+2x 16 =62 kPa

Total vertical stress at the sand-clay interface (8 mdepth) ov=30+2x 16 +6x 18 =170 kPa
Total vertical stress at 12 mov=30+2x16+6x 18 +4x 17=238 kPa

Effective vertical stress at the ground surface 6'v=06v-u=30-0=30kPa

Effective vertical stress at the water table (2m depth) 'v=0v—-u=62—-0=62kPa

Effective vertical stress at the sand-clay interface (8 m depth) c'v=0ov—-u=170-6x 10 =110 kPa
Effective vertical stress at 12 m 6'v = ov—-u=238 - 10 x 10 = 138 kPa.
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(ii)
Effective horizontal stress at the ground surface 'y, = K¢6’, = 0.6 x 30 = 18 kPa
Effective horizontal stress at the water table (2m depth) o'y, = K¢’ = 0.6 x 62 = 37.2 kPa



Effective horizontal stress at the sand-clay interface in the sand (8 m depth) ' = Koo’y = 0.6 x 110= 66
kPa

Effective horizontal stress at the sand-clay interface in the clay (8 m depth) o'y = Koo’y = 1.0 x 110= 110
kPa

Effective vertical stress at 12 m o'y, = Koo’y = 1.0 x 138= 138 kPa.

Total horizontal stress at the ground surface o = 6", +u=18 + 0 = 18 kPa

Total horizontal stress at the water table (2m depth) 6, =o', +u=37.2+0=37.2kPa

Total horizontal stress at the sand-clay interface in the sand (8 m depth) 64, = 6’y +u =66 + 6 x 10 =126
kPa

Total horizontal stress at the sand-clay interface in the clay (8 m depth) o, = o'y +u=110+ 6 x 10 =170
kPa

Total horizontal stress at 12 m oy, =c, +u=138 +10x 10 =238 kPa
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(iii) The active side in sand

Ka = (1-sin¢)/(1+sind) = (1-sin35°)/(1+sin35°) = 0.27

Pressure at the ground surface 6, = Kac’, +u=0.27x30+0=8.1 kPa

Pressure at the water table (2m depth) o, =Kac’y + u=0.27 x 62 + 0 = 16.74 kPa

Pressure at the sand-clay interface in the sand (8 m depth) o, = Kac’, +u=0.27 x 110 + 6 x 10 = 89.7 kPa
The active side in clay

Pressure at the sand-clay interface in the clay (8 m depth) o = o, —2cu=170-2 x 75 = 20 kPa

Pressure at 12 m o, = 6y — 2cu =238 -2 x 75 =88 kPa



The passive side in clay

Pressure at the excavation level (8 m depth) oy =06, +2cu=0+2x 75 =150 kPa
Pressureat 12mop=0o,+2cu=17x4+2x75=218kPa
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(@)  When a problem has two objectives — minimising both mass m and cost C ofa
component, for instance — a conflict arises: the cheapest solution is not the lightest and
vice versa. The best combination is sought by constructing a trade-off plot (see sketch
below) using mass as one axis, and cost as the other. The lower envelope of the points on
this plot defines the trade-off surface, and the solutions that offer the best compromise lie
on this surface.
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(b)  We define the value function

V=C+oam
where «a is a constant (a weight factor) that defines the acceptable additional cost
to reduce the mass by 1 unit. The best solutions are found where the line defined

by this equation is tangential to the trade-off surface. (Note that a low value of Vis
more desirable than a high one.)

() For problems involving two or more competing objectives, the relative
weighting of one objective with respect to each of the others must be established.

These weight factors, o are found in two principal ways:

1) By full-life analysis — for instance, by calculating the cost of the fuel saved
by reducing the weight of a vehicle by 1 unit;

2) By asking experts (or potential customers) for their best estimates, using a
structured interviewing technique.

(d)  The main contributions to the cost of manufacturing a component are:

e The cost of the material, C, $ per unit

¢ The capital cost of the equipment used to make the component (generally a
non-dedicated cost), C.($)

o The cost of dies, jigs and other special tooling (a dedicated cost), C; ($)



¢ Time-dependent costs (labour, overheads, administration, etc.), Cqp, ($/hour)
o The capital write-off time t,, (hours)

o The load factor (the fraction of time for which the equipment is
productive), L.

We convert capital outlay into a cost per unit time by dividing C, by tw.L, and sum
the terms:

ci 1 c c;  Cq
C = Ch +—‘+—,( c +C0h] = Cp+—L4—oh
n  nltyl n n
where n is the batch size,n is the rate of production (units per hour), and the *
signifies that the term contains all contributions to that item of cost.

Cost varies with batch size as shown in the sketch:

- 10000
Tooling
costs 1
dominate 4— Material and
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’E 1000
s 4
=
b
b~ Material and
[
= process C
S 100 o
a ,
-
a ol L Y Material and
o Material and labour costs
process B L dominate
10 T —
1.E400 1.E+01 1.E402 1.E403 4.E404 1.E+0§
Batch size (units)

The curves differ because of the differing capital, die, and time-dependent costs,
and the rate of production. This leads to cross-overs, as shown, making one
process economic at low batch size and another at high. Die costs often dominate
at low batch sizes (Die-casting) while labour costs dominate at large batch sizes.
Thus we will use EDM for small batches and die-casting for large batches.
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Solutions to Section E Electrical Option

12(a)
soure 07 gate - ;\érain l
A %

electrons flow towards drain Vas

source 0 AV s10v

ate -ldrain 14,
e-,@

negative gate voltages repel Vd
electrons from channel under gate s

MOSFET = oxide barrier, MESFET = Schottky Barrier

Higher reverse leakage in SB junction, normally on for depletion mode etc

(b)
accumulation ( for n-channel) — Vg increases existing electron conc,

depletion — Vg depletes existing electron conc, switches off (standard type taught in this
course, as above)

inversion — switches channel over to other carrier type. Normally “off” device which is
very useful for various applications

Need to show 1d vs Vg curves

(c)
First Part book work.
V1 =0.018 V. (abit low but for dimensions and conditions in question this is correct)

d

E =9x10° V/m in Si. 2.8 x 10° V/m in the SiO2. The Si would breakdown first.

13(a)
Doping varies the carrier density in s/c whereas in a metal, each atom ‘donates’ its
conduction electrons, fixed number of carriers, so conductivity is ~ fixed.

(b)

Native oxide for Silicon vs bad native oxide for In As.

Band gap in In As much lower than in Si so off current problems.

Mobility much higher for II- V material but much less well developed etc etc.



~
2]
~

> 4 Si 5
= Vsat ~10"m/s
‘O

Q

@

>

_ 400
VepE E‘S—10 Vim
Field, E

> b GaAs ;
= Vsat ~10°m/s
Q

]

(]

>

— 400
v=pE Els =10~ V/im

-

Field, E

phonon scattering causes limiting velocity

@)
v=uE, t=L/, sot=L/pE
F=ma=mv/t, F=¢E, v=pE, sop=et/m.

Energy =% mv*, find m from above, take v = critical velocity and hence find Energy.

1=9.1x1010.12/1.6x10° = 6.8x10" 5

E=%9.1x10% x (1.2x10°)*=6.55x 10%! J=0.041 eV.

A=vt=82x10%m



14

(a) Temperature, time, diffusion Coefficient, initial concentration, type of dopant etc
(b) A

7

Cs
c(x4)

> PRN L

Constant source concentration maintained at surface by dopants from cylinders- error
function distribution

A Fou

Limited Source ( drive — in) amount of dopant is limited- Area under each curve in
above is the same.

Etc etc
(c)

need to mention e.g. source of ions, mass filtering, scanning process, implantation
depth, potential damage to substrate, so maybe annealing at low (ish) temperature

needed. Good for shallow distributions, good control of dopant level, wee defined
profiles etc etc



( d) second of above processes in section ( b) where we have a limited source of
dopants->> drive — in

Assume junction formed when concn of dopant added falls to conc in bulk
Surface concentration is 4 x 10 15 cm?2

Time = 60x 60 secs

Temp = 1050C = 1323 K --- from graph D ~ 10" cm®s™

Limited source so use

C (x,t) = S/(nDt)” exp [-x*/4Dt]

Substrate doping is 107 em™ and surface concentration is 4 x 10 '* cm™

Leads to

x ~ 1 micron ( exact value depends upon value of D read from graph provided)
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Information Engineering

June 18, 2006

1. (a) Lowpass filters attenuate high frequencies and are used for blurring
the image and for noise reduction. Highpass filters attenuate low
frequencies and are used for edge enhancement and edge detection.

(b) Let x = 1/3/2 t so that z2 = 3¢2/2. In the fourier domain we have
wy = wy/+/3/2. Substituting, we have

2

H{w) = exp (—3‘%)

4

This is a Gaussian centered around 0. Since h{z) integrates to 1,
J h(z)dz = 1, we know that H(0) = 1; the sketch should show this.
This is a Gaussian low-pass filter, so it attenuates high frequencies.

(c) h(z) and h(y) are both as above. The convolved image I'(z,y) sat-

isfies the following:
[ 1] r@inta - ayae] o - sy

//I(ac, y)h(u — z)h(v — y)dzdy
//I(m,y)g(u ~z,v ~ y)dzdy

I'(u,v)

It

So

2 .2

gla,) = h(D)h() = o= exp {—@}
The above can also be shown by multiplying H(w,) and H(w,) and
then invese fourier transforming.
This point spread function g is isotropic (circularly symmetric / ro-
tationally invariant) since 2 + y? = r? defines a circle in the z — y
plane or radius r, and does not depend on the angle (#) when con-
verted into polar coordinates. So g only depends on the distance of
(z,y) from the origin.
The computational advantage is that if each 1D filter has N taps,
it takes order N operations to do each convolution, a total of 2V
operations. On the other hand, naively convolving with the 2D point



(d)

(a)

spread function g takes order N2 operations. This is a substantial
speed-up.

Edge adaptive filters are used to stop blurring/denoising at edges.
A simple blurring filter can be obtained by convolving images with
(1/4,1/2,1/4) repeatedly, for example, but this would blur away
edges in the image. We can write such a filter as (a1, (1—a1 —2), a2)
where a; = ag = 1/4. By varying o and oy from 0 to 1/4 it is pos-
sible to create an edge-adaptive smoothing filter. Setting o to be
negative can create sharpening. The basic idea is to make oy and ag
depend on the edginess image so edges are not blurred.

A simple edge-adaptive filter would work as follows:

¢ Run edge detector in z and y directions separately (possibly also
separately in each color channel), creating an “edginess” image.
A simple edge detector can be obtained by first differencing the
image, i.e. convolving with a (—a,1 + 2a, —a) filter.

e Convolve the image with a smoothing filter modulated by the
edginess image, e.g. (on,l — on — a2, o) where o is related to
the edginess image at the location being enhanced.

i. RBG is red, green, blue. YUV is a linear transform of RGB,
where Y is luminance, U and V are chrominance color differ-
ence signals. Y = 0.3 R +0.6 G + 0.1 B, U=0.5 (B-Y); V=
0.625 (R-Y) [these equations differ from some available online].
HSV is hue, saturation, value, a nonlinear tranform of RGB.
V = maz(R,G,B), S = Mﬂl‘,}%—’G—'ﬂ, and H is a polar repre-
sentation of direction in UV color space. S is how far away from
gray (radius).

ii. Lighting intensity correction: need to scale all three com-
ponents of RGB. In HSV we only need to change V. Colour
cast correction (e.g. to improve photos taken in poor artificial
light): essentially you need to move around in U,V space. It’s
complicated for RGB, keep Y constant and move in U,V space.
For HSV, you can shift around the hue circle, and change satu-
ration, without changing V.

iii. Histogram equalisation: to do lighting intensity correction
you can take for take V (or Y) and compute the histogram over
pixels in the image. You can then rescale the V axis nonlin-
early so that the histogram is more uniform. The equation for
histogram equalisation is:

255
255ny
TEDY
=0 N

where N = Zfi% ny and value k& is mapped to value yx. In RBG
you would rescale all R, G, and B identically based on the V
histogram. To do colour cast correction, you need to nonlinearly
rescale the hue H so the histogram is more uniform, can also be
done in R G B space by equalising each independently.



3.

(b)

(a)

(b)

i. An image texture refers to approximately repeating patterns ap-
pearing in the image. Examples are grass, or pebbles. The tex-
ture sub-elements are often called textons.

ii. Texture can be characterised by convolving an image with a fam-
ily of filters at different orientations and scales. Examples of
kinds of filters include “blob” filters, “edge” filters and “bar” fil-
ters created from Gaussians, difference of Gaussians, and lapla-
cians of Gaussians at different orientations and scales. A “dif-
ference of Gaussians filter” (a sketch would be acceptable) in
one dimension, has the form h(z;o) — ah(z;bo) where h(z; o)
is a zero mean Gaussian with standard deviation o, b > 1, and
0 < a < 1. In 2D you can orient the filter by using 2D Gaussians.
[Another choice of filters is Gabor filters.] The corresponding de-
scriptor would be a vector of filter outputs {or perhaps squared
filter outputs) for a prespecified set of orientations and scales.
There might for example be able 40 filter outputs.

A local interest point is usually a corner or an image feature with dis-
tinguishable structure in two dimensions. They correspond to peaks
in the local autocorrelation function of the image. Corners can be de-
tected efficiently using the eigenvalue approach outlined below. Edges
are also sometimes interest points.

The rate of change of intensity I in the direction n is found by taking
the scalar product of VI and i

o[ BORL]
T T 2
_ ., o'VIVITn | LI I
I,=VI(z,y)h = I: = o = 2

where I, = 8/0x, etc. Next we smooth I2 by convolution with a
Gaussian kernel:

r [ (12 {I.I) ]
n . n
Cu(z,y) = Golm,y) % I2 = (I L) (1%)

nTn

where () is the smoothed value. The smoothed change in intensity
in direction n is therefore given by

nTAn
Cn(x» y) = nTn

where A is the 2 X 2 matrix

[<I£> <1z1y>]
(II,)  (I2)

Elementary eigenvector theory tells us that

Al S Cn(mvy) S A?



(c)

(d)

where A\ and A, are the eigenvalues of A. So, if we try every possible
orientation n, the maximum change in intensity we will find is Ag,
and the minimum value is Aj.

We can classify image structure at each pixel by looking at the eigen-
vectors of A:

No structure: {smooth variation) A\ & Ay & 0

1D structure: (edge) A; ~ 0 (direction of edge), Ao large (normal
to edge)

2D structure: (corner) A; and A both large

It is necessary to calculate A at every pixel and mark corners where
the quantity AA2 — k(A1 + A2)? exceeds some threshold (x = 0.04
makes the detector a little “edge-phobic”). Note that det A = A1 )p
and trace A = A; + A2, so the required eigenvalue properties can be
obtained directly from the elements of A.

An example of a suitable descriptor of an interest point is the SIFT
(Scale Invariant Feature Transform) descriptor. Imagine a keypoint
{e.g. a local elliptical region around the point). Compute the image
gradient magnitudes and orientations around the keypoint location,
using the scale of the keypoint to select the level of Gaussian blur
of the image. Second, rotate the coordinates of the descriptor and
gradient orientations into some canonical orientation. Third, use a
Gaussian weighting function of width half the width of the desciptor
to assign weights to each point in the descriptor. Fourth, create a
4 x 4 grid of regions inside the keypoint, and in each region compute
the histogram of the orientations of the gradients, e.g. with 8 bins in
each histogram. This defines a 4 x 4 x 8 = 128 integer valued feature
vector. It might be desirable to smooth these histograms. Fifth,
normalize this vector to unit length. This descriptor is invariant to
affine changes in illumination.

[Another simple descriptor is a normalized image patch.)

The nearest neighbour is defined as the keypoint with minimum Eu-
clidean distance to the invariant descriptor, f;. A simple implementa-
tion of nearest neighbour (NN) search: (1) compute for each feature,
fi, the distance to all keypoint features in the database. (2) For
each feature f; find the database feature with the smallest Euclidean
distance to f;. This algorithm is not fast.

Fast exact algorithms for NN are not known for high dimensional
data (e.g. 128 dimensions). A fast algorithms for finding nearest
neighbors is based on building a tree data structure such as a k-d
tree. The space (e.g. 128-D) is partitioned recursively creating a
binary tree. At each node in the tree a decision based on one of
the features is used to divide up the points into the left and right
branches of the tree (e.g. £ < 5 or z > 5). When trying to find data
nearest neighbors, one descends the tree from the root taking left
and right branches depending on the decision at that node. The left
reached either contains the nearest neighbor or the tree needs to be
ascended up a few levels to find the nearest neighbor in one of the



adjacent branches. This might not work well in high dimensions, but
at least it will find an approximate nearest neighbor.

[A picture of a tree and partitions of the space would be useful].
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18. Structures at the Molecular Scale

(a)

(b)

(©)

A strand of the double-helical DNA molecule consists of a string of four different kinds of base
— A, G, G, T — which carry a coded message specifying all the details of construction and
operation of an organism (whether it be a bacterium, plant or animal, etc.). Each successive 3

letters specifies uniquely one of 20 different amino acids (there is a name redundancy, as there
are 64 three-letter “words”).

The cellular machinery translates the DNA code into a string of amino acids on a (covalently
bonded) poly-peptide chain.

The amino acids have distincet chemical characteristics. Thus some are hydrophobic (“oily”,
water-hating) while the hydrophilic (water-liking) ones may carry positive or negative electric
charge. In consequence the chain folds up into a unique conformation, with the structural
pattern determined by such factors as the hydrophobic amino acids’ desire to be buried in the
centre of the globular proteins. (o-helices are a particular “motif” in which the amino-acid
sequence has a seven-repeat, with hydrophobic amino acids forming a “stripe” on one side
of the “rod”, enabling it to form “coiled-coils” with neighbouring a-helices. In general, the
folded form of the polypeptide chain of a protein is determined by the weakest bonds, such
as hydrogen bonds and hydrophobic effects — much weaker than the covalent bonds of the
(flexible) polypeptide backbone.)

Some proteins are hard & tough (claws, finger-nails); some are stringy (hair, tendons); some
are elastic (skin, tissue); some are transparent (eye lenses); some combine with calcium (bones
and teeth).

Some proteins build pumps and motors; some act as electrical switches in membranes and
nerve cells. Others play a key role in muscle contraction.

Enzymes are a class of proteins which catalyse reactions, sometimes by recognising and holding
together other proteins and DNA.

Receptors, eg. in the bacterial membrane, recognise individual external molecules of nutrients
(“food”) and send a signal through the membrane to the interior of the cell — which may set
in train a process leading to a reversal of the sense of rotation of a flagellar motor.

The slender flagellar filaments — the bacterium’s “propellers”, each rotated by a motor em-
bedded in the cell wall — are built from a single protein called flagellin. The flagellin molecules
act as building-blocks to make a sort of tubular “tower”: the blocks lie on a single spiral path,
with approximately 11 blocks every 2 turns. (No need for this to be an integral number: small
differences from an integer result in overall twist in the building-pattern — which is required
if the filaments are to have their overall helical form.)

If all the blocks are in identical environments with their neighbours the “tower” will (obviously)
be straight. But flagellar filaments are actually helical; and this means that (in addition to

twist) they must have curvature. How can we build a curved tower out of identical building
blocks?

The key to the situation is that the flagellin molecules can switch between two stable forms
which have slightly different 3D geometry. Call these forms A and B.

If all the blocks were in form A we could find that the blocks would not fit together properly
(“close”) to form a tube. Neither would they fit together if all were in form B. However, if a
certain proportion were A and the rest B, then (with a little elastic distortion of the blocks)
the tubular building pattern could occur. If all As were on one side and all Bs on the other;
and if As and Bs had slightly different lengths, the resulting “tower” would be curved.

{The building takes place by a process of self-assembly. The form of the tower/tube is specified
by the details of the geometry (etc.) of the building-block. The nature of the bi-stable switch
is not yet fully understood in detail.)

These bacteria swim in straight lines of “smooth swimming” (in which the half-dozen or so
corkscrew-like flagella associate to form a single bundle) punctuated by brief “tumbles” (in

which the flagellar bundle flies apart). After a tumble, the cell goes off in smooth swimming
in a random direction.

[4]

14]



If this direction is towards a higher concentration of nutrients (the cell measures a temporal
gradient) a control mechanism prolongs the run of smooth swimming; if not, not. In this way
the cell homes in on supplies of nutrients in the surrounding water.

At the beginning of a “tumble” some (or all} of the motors go into reverse rotation. This turns
the corkscrew-like filaments in reverse. But the filaments are not rigid corkscrews. Instead,
when driven in reverse the torque makes them switch from a LH to a RH helix. (This is a
consequence of the structure described in (c): the torque distorts the structure and its building

blocks elastically, and the proportions A/ B change, resulting in a different member of a family
of discrete helical forms.)

Motor LH

The proximal (near the motor) part becomes Right-handed; and it joins the distal (far) portion
smoothly as shown. The dog-leg shape thrashes around in “tumbles”. (In particular the
growth of the RH portion enables the filament to screw itself, backwards, out of the {(smooth-
swimming) bundle of flagella.)

(e) The detailed specification of any living organism — whether bacterium, fungus, worm, plant,
animal (or virus, which has no autonomous life) — is specified precisely by its DNA. In
the course of transcription (in the process of making protein) and replication {duplicating
before cell-division) small copying errors may occur (although there is machinery for correcting
errors); and this will result in different amino-acid sequences and different proteins.

In this way changes can occur from generation to generation. Radiation may also cause
mutations. This is one of the features of evolution, as described by first by Darwin. A small
change in an organism may later give it an improved chance of survival if the environment
changes (eg. a less hairy woolly mammoth may be better able to survive higher temperatures
when a crustal plate moves from pole to tropics; and so become the precursor to present-day
elephants.)

Now that it is possible, in a more or less routine fashion, to determine the DNA sequence of
any arbitrary organism, it is possible to compare the DNA of different species, and to map
the branching of the (single) evolutionary tree, which begins with a “primordial ancestor” and
branches to produce the rich variety of life currently on earth.

Other points:

* Human genome is about 10°% letters long.

* Life on earth has evolved over about 10° years.

* A change of one DNA letter in the flagellin protein can produce a different helical form of
the flagellum — a significant change in the organism.

* A change of one DNA letter does not necessarily change the protein sequence (since the
code is redundant). So DNA sequences are better then amino acid sequences for resolving
branching in the “tree of life”.

* Viruses evolve very rapidly — on a timescale of months.

Assessor’s comments: This question required the students to write short notes on topics related to
DNA, protein structure and bacterial flagella. It was a popular question and generally well answered.
Candidates showed particularly good knowledge of the swimming and novigation of bacteria and
many were able to describe the way triplets of bases in DNA encode the structure of proteins. The
precise three-dimensional structure of flagellar filaments was less well understood, although a small
number of students explained this tricky concept with great clarity.

(4]



19. Human Sensorimotor Control

(a)

(b)

()

(i) Supervised learning is a technique for approximating an input-output function from train-

ing data. For each input vector the desired output vector is supplied. The task of the
network is to predict the value of the output for each input after having seen a number of
training examples The error between actual output and desired output is used to update
the weights. Update rules include the delta rule or backpropagation.
Reinforcement learning is a technique for creating an input-output function in which the
desired output is not provided for each input. Instead a scalar value is given which
represents reward and the task of the network is to try to maximise reward accumulated
over time (often with a discounting factor so that earlier rewards are more valuable than
later rewards). Reinforcement learning is often used in a situation in which a learner is in
a given state and must take an action, but the consequences of the action have complex
relationship with future rewards, such as finding your way out of a maze.

(ii) Supervised learning could be used to train a chess machine by providing training data with
inputs of board layout and the desired output obtained by either asking experts what move
they would make or by examining past games played by experts. Reinforcement learning
could be used by the machine playing against an expert and being provided with a reward
signal if it wins the game and a punishment signal if it loses. In fact training is a lot faster
with reinforcement learning if you have the machine play a copy of itself.

Visual inputs are ambiguous as, for example, many different three dimensional structures cast
the same two dimensional retinal image, and uncertain, due to noise in the visual processing.
Bayes rule underlies many perceptual processes which generate a percept from sensory inputs.
The interpretation of a visual image will therefore depend on our prior beliefs about the state
of the world and on the likelihood of a visual image given different states of the world. These
can be used to compute the posterior:

P(state of world | sensory input) « P(sensory input | state of world) x P(state of world)

Illusions can arise when the prior biases the percept so that perception is not veridical but is
in fact optimal given the uncertainty in the stimulus. Two examples of priors are the “light
form above” prior and the motion illusion prior over object speeds which is approximately
Gaussian and centred on zero (most objects in the world do not move and slower objects are
more common than faster). These bias the interpretation of ambiguous or noisy stimuli.

When judging speed we have a prior over speeds which is likely to be approximately Gaussian
and centred on zero. That is most objects in the world do not move and slower objects are
more common than faster. Visual information can also be used to judge speed but as this
becomes noisy or uninformative, such as when driving in fog, we tend to rely more on the
prior, which biases our percept to the peak of the prior (zero speed) so that we perceive speed
as lower than it really is.

The path of the hand tends to take a roughly straight-line hand path (whereas the joint angle
path is complex) and the hand speed is symmetric and bell-shaped for fast movements.

The idea taken from optimal-control is that we can associate a cost for every possible way
of achieving a task (such as a point to point movement) and the optimal movement is the
one with the lowest cost. Movement planning then amounts to selecting the movement with
the lowest cost. For arm movements, the observed smoothness (straight hand path with bell-
shaped speed profiles) has led to the idea that the cost function is the mean-squared jerk (the

temporal derivative of the acceleration) of the hand or the mean squared rate of change of the
joint torques.

An alternative cost is the variability in movement endpoints around the target (mean squared
error). This variability is assumed to arise from signal-dependent noise, in which the standard
deviation of the noise in the motor command signal is proportional to the magnitude of the
motor command (constant coefficient of variation). Given this noise there is in general one
unique way to move to minimise variability at the end of the movement and this is in good
agreement with empirical data.

[5]



(d) (i) There are two distinct strategies people employ when learning novel dynamic tasks, such
as moving while an external force acts on their hand. First, learning the forces required
to compensate for an externally imposed perturbation {with an inverse model) they can
directly counteract the perturbing influence. Alternatively, by co-contracting muscles,
they can increase the stiffness of their arm and thereby reduce the displacement caused
by an external force. When reaching in a predictable force field people tend to employ a
low-stiffness strategy and learn to represent the compensatory forces. Early in the process
of learning the stiffness of the arm reduces systematically as these compensatory responses
are learned.

(it) In several situations, however, it is not possible to reliably predict the forces the hand
will experience, and therefore compensation is difficult. For example, when drilling into
a wall with a power drill, the aim is to maintain the drill bit perpendicular to the wall
while applying an orthogonal force. This situation is inherently unstable, in that any
deviations from orthogonality lead to forces that destabilise the posture. In this situation
the stiffness of the hand can be increased in all directions, thereby stabilising the system.
Recently it has been shown that stiffness can be increased in a task specific manner to
match directions of instability in the task.

(iii) Two mechanisms can be used to distinguish between stiffness (co-contraction) and com-
pensation. First if the perturbation is unexpectedly turned off the change in movement
path (after-effect) can be assessed. If there is no change this suggests that a stiffness
control strategy is being used, whereas a large after-effect suggests a compensation strat-
egy. Alternatively the electromyogram (EMG) from the muscle can be recorded and
co-contraction assessed by determining to what extent opposing muscles are active.

Assessor’s comments: This question was about types of learning, understanding optical illusions in a
Bayesian framework and the control of movement in humans. The discussion of learning algorithms
was generally weaker than the understanding of motor-control. The answers to the part of the
question about optical illusions could be separated into those from candidates who had a conceptual
understanding and those from candidates who preferred a more mathematical explanation. Some of
the brighter students managed to present both these perspectives and relate them together.

[5]



20. Animal Flight and Sports Engineering

(a)

(i)

(i)

(i)

R = wing length
¢ =chord =0.3R

=0+ %@ cos(2m ft)

The question says that the downwash is negligible compared with the flapping velocity,

so use the small angle approximations from lecture 2 for the relative velocity and vertical
force:

U, = Flapping velocity
Ll

I ~J
vert ™

From first principles (of from the lecture handout), derive the flapping velocity as

U(r,t) = T% = —rn® fsin(2n ft)

So the lift per unit span is
R 1 2 9520~ .2
L' = §chrCL R gpertm & f“Cy, sin® (2 ft)
and the mean lift per unit span is
— 1
L= chr27r2<1>2f2C'L

Integrate the mean lift per unit span along one wing length and multiply by 2 for the
other wing. Equate this to the weight since, according to the small angle approximation,
the lift force is vertical.

R R
mg %,;ﬁqﬂf?cL l? /0 crzdr] :i-p’lr2q)2fzc'[, [2 /0 (0.3R)r2dr]

mg ~ 0.05pm2®2f2CL R*
(6]
Simply substitute to get
(0.01kg)(9.81m/s%) = 0.05(1.2kg/m™ " )n2(2rad)? £2(1.8)(0.15m)*
f=6.74Hz
[2]
From part (a) we have mg oc ®2f2C R*. Over 6 orders of magnitude for mass, ® and Cf,
can vary only by relatively small amounts and therefore should be considered as constants.
Hence the proportionality reduces to m o f2R%. Given that R « m3, we would expect
frequency to vary as f « ms. 2]



(b) (i)

A kinematic analysis of human motion describes positions, velocities and accelerations.
There is generally no reference to the causes of motion. This is one of the most basic types
of analysis for sports applications.
Kinematic data can be collected in a number of ways. Three of these are outlined below
(N.B. three methods will be discussed in more detail in the lecture course, but others will
also be mentioned, so a discussion of these others will also be allowed).
- Optical Motion Capture
This is one of the most common and easily available forms of performing kinematic
analysis. Such systems are multiple-camera setups in which each camera synchronously
records the image-positions of bright markers placed on the subject. If the system
is calibrated (i.e. we know the relative positions of the cameras and their internal
optics) we are able to triangulate to reconstruct the 3D positions of the markers. The
number of cameras in typical systems ranges from 2 to 24, depending on the nature
of the motion to be captured. The speed of the cameras ranges from 50Hz to 1000Hz.
Markers are either active LEDs (usually with some sort of internal identification, e.g.
modulation) or small passive retro-reflective markers which reflect IR pulsed by a
source around the cameras. The advantage of the identified LEDs is there is no need
for matching of points between cameras, the disadvantage is that, because they are
wired, they can sometimes restrict movement. The faster the cameras, the easier it
is to track the bright points. Optical systems will give only the position of markers —
from the positions of several markers on each limb, the limb rotation can be inferred.
- Magnetic Motion Capture
Magnetic systems consist of small sensors (wired) placed on the body to measure a
low-frequency magnetic field generated by a transmitter source; the sensors report
positional and rotational information. The sensors and source are cabled to a control
unit that correlates their reported locations within the field. The more expensive
systems now have a wireless connection between the control unit and the sensors
which produces fewer restrictions in the type of motion that can be captured.
In general the frame-rate obtained from magnetic systems decreases with the number
of sensors used. Since each sensor requires its own (fairly thick) shielded cable, the
tether used by non-wireless magnetic systems can be quite cumbersome. With AC-
based systems there is often adverse reaction to metal in the environment, which
makes such systems very difficult to use in arbitrary laboratories. One advantage of
such magnetic systems is that there is no tracking of sensors required and fewer sensors
are required as each sensor produces both position and rotation information.
- Electro-mechanical Motion Capture
In these systems the subject wears a specially made suit which consists of rigid, con-
nected links (usually metal) which are strapped onto the limbs of the body. As the
body moves, potentiometers attached to the suit determine the rotation of each link.
Such suits have a wide working-space as they are not fixed to any particular set of
cameras or transmitter. They can also capture data at a high rate and have the addi-
tional advantage of being less expensive than other systems. The big disadvantage is
that they are very cumbersome to wear and inhibit free motion — they are not often
used for sports analysis.

When the data has been collected from the sensor-based systems, we have the 3D positions
of the sensors over time throughout the motion observed. To turn this into movement of
the body’s skeleton, we must either ensure that we place the sensors on the joints (very
hard to do accurately) or that we extract the best estimate of the joint from the marker
data (centre of rotation estimation). With the resulting data for joint position and rotation
over time we can perform any sort of kinematic analysis we wish to achieve.

In the inverted pendulum model of walking, let us model the legs as rods which are pivoted
at the hip and are free to swing with their natural period. We will assume for the purposes
of analysing dynamics and energetics that the centre of mass of the body is at the hips.
However, we also assume, for the purposes of calculating the natural period of the leg
swing, that the legs are uniform cylinders. As one leg comes into contact with the ground,

[5]



that leg pivots about the point of contact while the other leg swings through — this is
illustrated in the figure below where T is the natural period of the leg swing.

AL AA

t=0 t=T/4 t=T/2

We assume that the knee bends to avoid the swinging leg hitting the ground but otherwise
we will not consider this knee-bend in the model (we assume that the legs are stiff).

The swinging leg makes contact with the ground when it has swung through its full range
— the cycle then begins again, with each foot leaving contact with the ground as soon as
the other touches. The centre of mass of the body therefore moves through a sequence of
circular arcs as illustrated below.

The normal walking speed is then related to the natural period of the pendulum (in this
model a faster walk would require a faster natural swing).

For a physical pendulum the period of natural swing (time taken to return to the same
position travelling in the same direction) is given by

I
T =2y T2
M g LCoM
where Igypp is the moment of inertia of the pendulum about the point of support, M the
mass of the pendulum and L, the distance of the CoM from the point of support. In
our case we are modelling the leg as a uniform cylinder swinging about one of its ends -
the moment of inertia is a standard result and is given by 1M L? where L is length of leg.

3
Thus, using this for Iy, in the above and replacing Loop with %L gives us

a/3)MLr 2L
Mg(1/2L ~ "\ 3¢

as required. Note that the above is the small angle approximation and the leg swing is
not exactly small angle — it nevertheless gives us an approximate value of the period.

Transition from walking to running: In the above model, as long as there is contact
maintained with the ground at all times, the body centre of mass moves along a circular
trajectory as above. Consider the point at which the leg in contact with the ground is
vertical and consider the forces acting on this leg — see diagram below:

‘We have the vertical upward normal reaction from the ground, N, and the weight acting
vertically downwards, mg. As the leg is moving in a circular arc the acceleration will be
v2/L, where v, is the forward velocity of the body. Thus, by Newton’s 2nd law we are
able to write
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Question 21
(a)

The Kano model was developed by Noriaki Kano in the 1990s. 1t is a good way to

classify requirements based on perceptions of customer quality. Kano classifies
attributes into 4 main categories:

Indifferent: attributes to which the customer pays no attention "If they are present, it
is nice. If they are not present, it does not matter"

Kano ...

High

@ satisfaction

Delighted /

Performance /
linear

Exciters &
delighters

@ Fully implemented
o high quality performance

Absent

quality or
performance
not achieved Threshold / Basic

(must haves)

Low

® satisfaction

+ Disgusted

Expected attributes (Threshold / Basic): have to be present in the product in order to
make it successful. Failure to offer these attributes represents secured failure for the

product and customer remains neutral regardless of how well the feature is executed.
Provide no differentiation (brakes).

One dimensional attributes (Performance / Linear): Characteristics that are directly
correlated to customer satisfaction. Increased functionality results in increased
customer satisfaction. Decreased functionality results in greater dissatisfaction. Price
is related to these attributes

Attractive attributes (Exciters / Delighters): Customers get great satisfaction from a
feature - and are willing to pay a premium. Satisfaction will not decrease (below
neutral) if the product lacks the feature. Unspoken and unexpected by customers.
Often satisfy latent or unknown needs.

A good answer will comment that these attributes change over time and that today’s
delighter may be expected or linear in the future.



Examples relevant to this problem:

o Indifferent: Choice of basket material, advertising space (customers
indifferent, but suppliers — may be a delighter)

e Expected: baby seat, separate ‘vegetable’ area
¢ One dimensional: basket size

e Attractive: novel basket shape, compartments for different types of goods,
space for bags, extra narrow to stop congestion etc.

Strengths and weaknesses:

o Itisagood way to encourage a design team to consider the customer benefits
of their ideas — better than a ranking of demand/wish.

e It can be difficult to classify attributes. It can be hard to classify some
technical features.

e It enables a team to debate and discuss ideas.
e It is perhaps over-simplistic about how people really respond.

¢ As with all design tools, it can be used too rigidly, without sufficient critical
judgement on behalf of the team.

(b)

A good answer should comment on different approaches to describing the design
process:

Prescriptive models vs descriptive models of the design process. Descriptive do not
mandate any specific stages or actions but illustrate a typical design sequence.
Prescriptive processes provide a series of steps to follow.

It would include a sketch of a design process, outlining a number of steps, starting
from idea, progressing through to production.

A good sketch will include iterative loops and an indication of the expected outputs at
the end of each stage.

Some example processes from the lectures are shown below:
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A good answer would suggest specifically why the choice would be appropriate for
the development of a shopping trolley — for example ...

There would need to be a clear requirements understanding stage

There would need to be a lot of testing and evaluation.

(c)

A good answer should firstly give an indication of the overall design process, starting
from idea through to final production. If they are sensible, this will be the same
process described in part (b).

A simple process might include three stages: requirements capture, concept design,
detailed implementation.

The purpose of all prototypes is to help reduce either market or technical risks.

Requirements capture: here, you would expect to use ‘low fidelity’ prototypes to help
reduce market risks. The simplest would be a concept sketch, storyboards or a ‘block
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model’, that could be used to gather early user/customer feedback. It may also be
possible to have early stage technical/functional prototypes to test the feasibility of
new ideas. These prototypes by necessity should be low cost

Concept design: here, the prototypes would be used to test market and technical risks.
Prototypes might range from analytical models to ealy stage concept models. If
necessary, higher fidelity functional prototypes might be necessary to test a new
technical feature. Visual models might enable different concepts to be tested with
users.

Detailed implementation: here, you would expect to see high fidelity prototypes to
enable detailed evaluation of technical performance. These would include full
production prototypes. Such high fidelity models are expensive, but are necessary
before the design is released to production.

Question 22
(a) Three from the following:

Business model #1

CDT invested in the further development of the technology and planned to invest in
production capability to allow the company to manufacture displays based upon their
technology, and then to sell these displays on to computer, communications and electronics
companies. Resources = R&D labs, volume production facility, distribution, sales and
marketing, after-sales support, etc.

Business model #2

CDT continues to invest in the further development of the technology does not build any
factories. Instead, they find partners who wish to licence the technology who will then make
the investment in production capability to make display devices themselves, and then sell
them to a range of customers. Resources = R&D labs, sales and marketing, IP management

Business model #3

CDT continues to invest in the further development of the technology, find partners who
wish to licence the technology who will then make display devices and sell them. In addition,
CDT builds a small factory to develop and sell knowledge of how to produce displays based
upon LEPs, and also produce own displays for niche market applications. Resources = R&D
labs, sales and marketing, IP management, low-volume production facility, service delivery
team, sales and marketing, after-sales support

Business model #4

CDT stops making and selling products for niche markets, but continues to invest in the
further development of the technology, find partners who wish to licence the technology
They also continue to sell knowledge of how to produce displays based upon LEPs.
Resources = R&D labs — inc production processes, sales and marketing, I[P management,
service delivery team, sales and marketing



(b)

Equity investment = selling part of the ownership (shares) of a business in return for cash.
The assumption is that whoever buys shares will wish to sell them to someone else in the
future at a higher price. The only reason for doing this is if the investor can be convinced
that: (a) the business is really going to grow (and quite fast) and that (b) there will be
someone else willing and able to buy their share in the company at a later date

Business Angels = wealthy individuals who choose to invest some of their own money in
new business ventures. The term ‘smart’ is used to refer to those business angels who are

able to bring not only money but also expertise of particular technologies, markets and
industries, based upon their own experience.

Venture capitalists (known as ‘VCs’) are a form of high risk, high return investment. VCs
raise money from large institutions such as pension funds and then re-invest portions of this
money in high growth potential businesses. They know that a number of their investments
will fail, so they seek to ensure that those that do succeed do so in such a manner that not
only covers the costs of the failed investments, but also generates the very high levels of
returns required to please their investors and cover the VC fund’s own management costs.

Venture capitalists will look for a strong plan in all of the following areas: the market, the
offering (product and /or service), the management team, the business operations, the
financial projections, the marketing strategy, the resources required, and the exit
opportunities. Some VCs say that they really just focus on the team and core idea to see if
they are both ‘stellar’. Between these two, preference is often for the quality of the team.
The level of ambition of the team and realistic opportunity for an investment exit are also
major concerns for VCs

(c)

Revenue = money from selling something. If a company hasn’t yet got a product to sell, there
still may be ways of getting revenue. For example, selling expertise (consultancy) in your
specialist area may be one way of bringing money in to fund the development of a product.

Grant = a ‘gift’ from an organisation such as the UK Department of Trade and Industry (DTI)
or NESTA (National Endowment for Science, Technology and the Arts). The type of projects
that are eligible for funding through this route may be very restricted.

Debt = borrowing money from a bank or specialist finance organisation. You can only
borrow money if you can convince the bank that you can repay the money, plus interest,
exactly when they want it. This is usually very hard for a new company to do.



Question 23

(2)

(b)

(iii)

In the lectures, five such strategies were described:

(i)
(i)

o Leasing assets instead of purchasing- for instance, leasing a photocopier

¢ Designing the product to reduce the need for fixed assets — for instance using
manual labour to bend sheet metal components rather than developing
dedicated tooling

¢ Purchasing services to avoid indirect costs — for instance payroll and
accounting services

o “Outsourcing” a non-core activity, such as production of a product, where
design is the ‘core-competence’ of the business

o Developing a joint venture to share the risk of development — for instance as
done by CDT Ltd to share risk in developing products that used CDT’s novel
light emitting polymers.

Breakeven volume (V) satisfies 757 = 10,000 + 50V, so V=400

Let Q = monthly level of production.
Price P =75 (Q<=300),
P=75-0.1%(Q-300) (0>300)

Then if 0>300, Profit = Revenue — Costs

=revenue for first 300 + revenue for (Q-300) - Costs

= 300*75 + (0-300)*0.5*%(75 + (75-0.1(Q-300)) ) — (10000 +500)
= 550-0.050%-14,500

(a simple sketch graph is useful to work out mean price for Q >300)

This is maximised when Q = 550, at which point Profit = £625
(Alternatively and simpler method: maximum profit occurs when marginal cost =

marginal revenue. So 75 — 0.1x = 50; therefore x = 250; therefore Q = 300 +x =
550)

At Q =550, total costs will be £10 000 + 550 x £50 = £37 500 which represents
£37500/550 = £68.18 per unit. The average selling price is (£37 500 + £625)/550 =
£69.32 per unit so the average profit per unit is £1.14. By avoiding all fixed costs, the
product need be only just profitable per sale to achieve the same maximum profit.
Avoidance of fixed costs reduces risk, as no minimum sales volume is required to cover

the initial investment. However, if sales exceed the breakeven volume, profitability will
be greater with lower variable costs.



