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SECTIONB 

4 (a) The covariance between YI and Y2 is 

since Xl and X2 have identical distributinons. 

(b) YI and Y2 are not idependent. For example, YI == 12 implies Y2 == o. 

(c) Z = YI -Y2 =XI +X2 -Xl +X2 = 2X2· WehaveE[X2] = iE~=1 x=7 /2, and 

V[X2] = i E~=l (x-7 /2)2 = 35/12. Thus, E[Z] = 2E[X2] = 7 and V[Z] =4V[X2] = 35/3. 

(d) P(Y2 == 0) == 1/6. The number of times you observe Y2 == 0 in 25 rolls 

follows a Binomial B(25, 1/6). The probability of oberving Y2 == 0 at least twice, is 

1- p(zero times) - p(once). which is 1- (5/6)25 - 25(1/6)(5/6)24 == 0.94 

(e) Under the null-hypothesis, that the dice are fair, this outcome, or something 

more extreme occours with probability (5/6)25 +25(1/6)(5/6)24 == 0.06, so we would 

reject the null hypothesis at the > 6% level, but not at the 5% level. 

5 (a) The determinant IAI is (2x+2)-2(2x) ==2-2x. SO IA3 
1 == IAI 3 == (2-2x)3. 

(b) Solve Av == 0, for x == 1. Eg, VI + 2V2 == 0 =} v2 == -vl/2 and - 2V2 + V3 == 

o=} V3 == 2V2 == -VI. SO, v == (VI,-VI/2,-VI)T. Normalize: 9/4vI == 1 =} VI == 2/3. 
Solution v = ±(2/3, -1/3, -2/3). This is an eigenvector corresponding to It == o. 

(c) IAI "-J N(Jl == 2, (j2 == 4), since adding an offset translates the mean, and 

multiplying by a factor, scales the variance by the square of this factor. 

(d) v is a vector of random length in the direction given by z. The equation 

Av == Itv only has a solution if v is an eigenvector ofA. So, we must ensure that v is in the 
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direction of an eigenvector of A. In the previous question we saw that z is an eigenvector 

of A for x = 1, so one solution is x = 1. 

6 (a) E.g. Gauss-elimination. Answer 

3 -2 1 
1 

4 
-2 4-2 

1 -2 3 

(b) At every iteration, the component of v in the direction of the eigenvector 

corresponding to the largest eigenvector gets amplified the most. So, v turns to align 

with A. The initial vector cannot be orthogonal to the largest eigenvector. 

(c) Use the inverse of A instead of A, or (sI -A) if s > Amax. 

(d) The power method finds the eigenvector with the largest absolute eigenvalue. 

If the eigenvalue is negative, then (at "convergence") the elements of v change sign at 

every iteration. 

END OF PAPER 


