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2_ a) 1 Establish a starting point (given by user, or ¢.g. shotgun search)
2 Choose a search (descent) direction (si)
3 Decide how far to travel along it (i.e. calculate «,, or perform a line search)
4 Stop if convergence test is met (e.g. Grad = 0) or return to 2

Xk and X+ are the successive points reached at stage 4 above; sy is the new search direction, and
is the "distance’ to be travelled along it.

All gradient descent methods (e.g. Conjugate, Steepest Descent) will always converge if the
function is unimodal, provided the analytical derivatives (Grad and Hessian) are available. If there
are any constraints, then the feasible region must also be robust, and convex.

N.B. If the Grad has to be calculated by numerical differentiation, then gradient methods
etfectively become Direct Search methods. As such they can fail, even on a strongly or linearly

unimodal function, if the local ‘valley" leading to the global minimum is too narrow to be detected -
by the numerical differentiation sampling. ['502
b) Since both methods start along the line of steepest descent, the first iteration is the same for
each:
V= [3x°, 4x, 10x5]7 sosg=-Vy=[-3.-4,-10] T
[6x, 0 0] 6 0 <fﬂi
H= 0 4 Oiso Ho=/0 4 0,
L0 0 10 0 0 10]
125
g = = 1118

s
X, = [.6646. 3528, - 1181]"
Vi =[1.325.2.211,-1.181]) '

So for Steepest Descent, s, = [-1.323,-2.211, 1.181] "

and for Conjugate Gradient, s, =[-1.325,-2.211,1.181]" + Sigig x [-3,-4,-10]"
25
=[-1.518,-2.468,0.538] " -
(borrowing the calculation for 3, from the Fletcher Reeves method. to save time). [4- 0 2 _

¢) Inthe Steepest Descent, sx and si.; are both directions of steepest descent, so si-, should be
perpendicular to sx; whereas in the Conjugate Gradient method s+, is intended to be conjugate to
Sk... o, when the function is quadratic.

Thus, in the Steepest Descent we would expect sy . sx+; = 0, and in the Conjugate Gradient method
we would expect si TH sy = 0. Using the results from Part (b):

For Steepest Descent, [-3, -4, -10] . [-1.325,-2.211, 1.181] = 1.009 (meaning that sy and sy.; make
an angle of 89.8° with each other)

0|

°

0,

lf 3.988 0
For Conjugate Gradient, H, = | 0 4
0

0 1

— 4 -
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3988 0 0”45181]
So sk Hsi =[-3,-4,-10]] 0 4 o ; If«z.msz = 3.849
0 0 10]] 0538

These are not exactly zero partly because of rounding errors, but mainly because the function 1s not
quadratic — which means that the calculation of o does not minimise the function along sg; and the
calculation of By does not produce an exactly conjugate direction, since H is not constant.

The Steepest Descent method will in general never find a search direction which passes through the
Global Minimum, even if the function is quadratic; whereas the Conjugate Gradient method should
do so after a number of moves equal to the number of dimensions in the search space. The
Conjugate Gradient method should thus converge more quickly - but not after just 3 moves in this
case, because the function is not quadratic. (Actually, a Univariant search would out-perform both
of the above methods in this case, because each term in the function involves only one variable.)

[30%]
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Britonlift Portable Tow

The Britonlift is an ultra-light portable ski tow which opens up new horizons in downhill
skiing. Its unique design is so simple anyone can use it. [t makes you independent and able
to ski anywhere you like. You can enjoy hours more fun on the snow.

BritonLift portable complete with:

One top pulley tripod

One bottom pulley and bipod assembly
One guide pulley

Three stakes

One engine tie rope

One bottom pulley tie rope and pulling block/jamming cleat
One safety sensor rope 4—0 Z

One purpd3e designed hammer with tool for removing stakes
Two Britonhooks

e P A el S e

Length Variable (up to 440m)
Application Lightweight portable ski lift
Capacity / hr (max) See diagram below

;;‘;g;:;:;;‘;" sHP Comprising an engine unit, rope reel and a
| whatever the length of run Advanced ! bag of running gear - all of which can bf;
‘ ‘ ; sHP j/ easily carried by two people, even on skis
- the system takes just 10 minutes to set
up, with no requirement for technical
knowledge or additional tools. The entire
system weighs less than 45kg! The
BritonLift portable has now been used for
the aerial events at two Winter Olympics
in Nagano and Tignes.

Intermodiate

0=



