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ENGINEERING TRIPOS PART IIA 


Wednesday 1st May 2013 2 to 3:30 

Module 3F3 

SIGNAL AND PATTERN PROCESSING 

Answer not more than three questions. 


All questions carry the same number ofmarks. 


The approximate number ofmarks allocated to each part ofa question is indicated 


in the right margin. 

There are no attachments. 
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The Discrete Fourier Transform (DFT) for a data sequence {xn} of length N. where 

N is here assumed to be a power of 2. is defined as 

(a) Show that the DFT values Xp and Xp+N/2 may be expressed as 

where Ap is a series involving only the even numbered data points (xo, X2, ...) and Bp is a 

series involving only the odd numbered data points (xl, x3, ... ) and W is a constant which 

should be carefully defined. [30%] 

Find the computational complexity for evaluating Xp and Xp+N/2 for p = 
0,1, ... ,N/2 - 1 and compare this with a full evaluation of the DFT (assume that complex 

exponentials are pre-computed and stored). [20%] 
'JO 

(b) Show that the N-point DFT of a real-valued data sequence has conjugate 

symmetry. i.e. that 
[20%] 

70 
(c) Hence or otherwise show how to efficiently compute the DFTs of two real 

data sequences {xn} and {yn} by computing the DFT of a single complex data sequence 

{Zn Xn + jYn}. What is the computational complexity of such a procedure compared 

with direct evaluation of the two DFTs separately? [30%] 
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2 (a) The rectangular window centred on n 0 is defined as: 

I, Inl ~N/2
Wn= 

{ 0, otherwise. 

Show that the discrete time Fourier transform (DTFf) of this function is given by: 

sin(Q(N + 1)/2) 
sin(0/2) 

Sketch the magnitude of this spectrum, paying particular attention to the main lobe and 


first few sidelobes. You may assume that N is large. [40%] 


(b) A signal Xn is multiplied by a general window function Wn to give Yn = XnWn. 

Show from first principles that the DTFf of Yn is given by 

where VO should be defined. 	 [25%] 

(c) An FIR filter is to be designed using the window method. The ideal frequency 

response within the range 0 = - n to n is specified as 

I, 101 <Oc
D(O) 

{ 0, otherwise 

where 0 < Q c < n. 

The ideal filter coefficients are to be truncated to zero for Inl > N /2. Show that the 

frequency response of the resulting filter can be expressed as: 

(0) = 1 (.l+nc sin(A(N + 1)/2) dA 
Dw 	 2n In-nc sin(A/2) . 

[20%] 

Hence explain, with the aid of sketches, the shape of the resulting frequency 

response, including the width of the transition band and any ripples in the passband or 

stopband. [15%J 
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3 (a) A stationary random process {en} with autocorrelation function rEE is the 

input to a stable linear system with impulse response {hn}, giving output {xn}: 

Xn 

Show that the cross-correlation function between input and output is given by: 

+00 
rEx[k] = E hmrEE[k 	 m]. {),~'"" i" "" 

m=-oo [20%] 

How is this result modified when { en} is white noise and the linear system is causal? [10%] 

(b) A 1st order (P = 1) autoregressive (AR) process obeys the following equation, 

with parameter Ia I< 1: 

where en is zero mean white noise. Show that the autocorrelation function for this process 
/1 y .J J,_"

obeys the following recursion: 	 l ..... ' '-' 
jI(.,}'\. X "",..,.r... 

rxx[k] = arxx[k -1] + rEX [-k]. [10%] 

Hence show that the autocorrelation function for the AR process is !")C; 
e 
2 

a 1klrXX [kl = cr
l-a2 

where cr; = E[e~]. [30%] ) 0 

(c) 	 The AR signal Xn is observed in a noisy and reverberant environment 

Yn = Xn - 0.8Xn_1 + Vn, 

where Vn is zero mean white noise having variance cr; = I. 
Now, take a = 0.9 and rxx[k] a 1kl . It is desired toestimatexn from measurements 

only of Yn by filtering with an FIR filter having impulse response bn , n 0, 1: 

Xn =bOYn+bIYn-l· 
;0

Show that the optimal Wiener filter coefficients must satisfy the equations: 

bOryy [0] + bl ryy [1] = ryX [0] 

boryy[l] +b1ryy[O] ryx[1] 

and hence determine the coefficients of the filter. [30%] 
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4 Consider the k-means clustering algorithm which seeks to minimise the cost 

function 
N K 

2 c= E E snkllxn- mkl1 
n=l k=l 

where mk is the mean (centre) of cluster k, Xn is data point n, snk = 1 signifies that data 

point n is assigned to cluster k, and there are N data points and K clusters. 

(a) Given all the means mko and the constraint that each data point must be 

assigned to one cluster (that is, Ef=l Snk = 1 for all n, and Snk E {O, l} for all nand 

k), derive the value of the assignments {snd which minimise the cost C and give an 

interpretation in terms of the k-means algontlim. [30%] 

(b) You would like to automatically learn the number of clusters K from data. 

One possibility is to minimise the cost C as a function of K. Explain whether this is a \,~L 0 
good idea or not, and what the solution to this minimisation is. [30%] 

(c) Consider an algorithm for clustering high-dimensional data which first 

performs a principal components analysis (PCA) dimensionality reduction on the data, 

and then runs k-means on the low dimensional projection of the data. Will this result in 

the same clustering of the data as running k-means on the~riginal high-dimensional data? 

Explain your answer. [40%] 
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