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1 (a) Explain briefly the describing function method of predicting limit cycles in
feedback systems. [25%]

(b) Figure 1 shows the input-output characteristic of a memoryless nonlinearity:

0, if0<Le<],

fle) = e—1, ifl<e<?2
1, ife>2
f(=e) = —fle)
Show that the describing function N(E) of this nonlinearity satisfies [15%]
0<N(E)<0.5

(Note that it is not necessary to calculate the describing function, and that
[T 5in? 00 = /4.)

(¢) The nonlinearity shown in Fig.1 is placed in a negative feedback loop, as
shown in Fig.2, with a linear system whose transfer function is

a
s(s+1)2

Show that the describing function method does not predict any limit cycleifa=1. [20%]

(d) Show, using the circle criterion, that the feedback loop shown in Fig.2 is
globally asymptotically stable if a = 1. [20%]

(¢) What do the two methods (describing function and circle criterion) predict if
the gain of the linear system shown in Fig.2 is increased to a = 37 [20%]



a
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Fig. 2
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2 () Describe how the direct and indirect methods of Lyapunov are used to
investigate stability of equilibria of dynamic systems. [30%]

(b) A nonlinear system is defined by the equations

X] = x—Xx

Xy = —x1+(ax1+bx2)2x2

where a and b are positive constants.

(1) This system has three equilibria. Find them. [20%]

(i) Find the linearisation of this system in the neighbourhood of each
equilibrium. [25%]

(iii) Show that one of the equilibria is stable, and that the other two are
unstable ifa > 0 and b > 0. [25%]



3 (a) Discuss the advantages and disadvantages of predictive control. Illustrate
your discussion by reference to some application. [30%]

(b) Predictive control is to be applied to a system modelled as
X1 = A)Ck +Buk

The cost function to be used is
T Natop T
J(xg,uq,...,uny—1) =xyPxy+ Z (xk ka—i—ukRuk)
k=0

where x; is the latest measured state, and xy,...,xy are predictions of the state obtained
by iterating the model. The predictive control law is obtained by finding the sequence
(u, ..., uy_,) which minimises J(xp,ug,...,uy_1) and applying the first element u;; as
the input to the plant. The conditions P > 0, Q > 0, R > 0 hold.
(1)  What is meant by a control Lyapunov function in this context? [15%]

(i) What is meant by a terminal control law in this context? [15%]

(iii) Assuming a linear terminal control law
Up = ka,

derive a condition relating 4, B,K, P,Q, R which, if satisfied, ensures closed-
loop stability of the origin. [40%]
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4 (@) Write down the standard form of a quadratic programming (QP) optimisation
problem. [10%]

(b) Predictive control is to be applied to a single-input system whose linear model
is
Xp+1 = Axp + Buy

with a cost function
N—-1

T T
)Y (xk+1 Qg1+ Ruk)
k=0

and constraints
lug| <U

for some U > 0. Show how the predictive control problem can be written in the standard
form of a quadratic programming problem if N = 2, assuming that the full state vector x;
can be measured at each step. [50%}

(c) Why is N = 2 likely to be too short a horizon in practice? What factors limit
the length of horizon that can be used in practice? [20%}]

(d) Outline briefly how the predictive control problem should be modified if
offset-free tracking of piecewise-constant set-points is required. [20%]
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