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A popular and straightforward question, well-answered by most candidates. Several 
candidates struggled with part l(a)(iii) which had both poles and branch points. Most made 
appropriate use ofJordan's Lemma and shoed a good overall understanding of how to classify 
singularities and perform contour integration. 
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A popular question. Almost all know how to determine a Laurent Series and residues. Most 
understood the main ideas of Principal Values but many did not realize that the singularities 
were not on the contour of integration. Most struggled to evaluate the residues in part (b) 
correctly. 
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Question 3 

(a) From Fig. I: 

Also from Fig. 1: 

sinf3=!!..= 	 1 =0.8 
L 1.25 

P(x,y) = ~:[(xcosf3+ ysinf3Y + (-xcosf3+ YSinf3Y]-W[xCOSO+ ysinO] 

:. P(X,y) = ~: fx 2 cos2 f3+2y 2sin2f3}W[XCOso+ ysinO] 

S200 x l09 
XIO-	 } 

.. P(x,y)= 	 x2 xO.62 +2y2 xO.82 104[xcos30+ ysin30]
2 x 1.25 f 

:. P(x,y)=5.76xlOsx 2 +l.024xI06 y 2 8.66xl03x-5xI03y [15%] 

(b) 	 The common scaling factor of 103 can be eliminated without changing the nature of the 
problem: 

.. 	 P(x,y) =576x2 + 1024y2 - 8.66x - 5y 

OP 
.. &: = 1152x 8.66 (1) 

alp 
:. -2 =1152 	 (2) 

&: 

OP 
.. 0; = 2048y- 5 (3) 

.. alp = 2048 	 (4)
0;2 

.. alp =0 (5)
&:0; 


From (1); iJP 1152x 8.66 0 => x = 8.66 7.52 x 10-3 m 

at- 1152 


From (3): 
OP 

2048y-5=0 => y=_5_=2.44xlO-3 m 

0; 2048 

. [1152 0]From (2), (4) and (5) the HessIan: H = 
o 2048 

By inspection H is positive definite, so this solution is a minimum. [20%1 
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Neglecting R and differentiating with respect to ak; 

q T T
-:;--(Xk + akdk) =V'f(xk) d k + akdk H(xk)dkuak 

For a minimum: 

[15%] 


1152X - 8.66](d) From (b): V'f(x,y)= [ 2048y 5 


d=-V' =[8.66-1152X]
For the SDM: '.I 5 2048y 

From (b): 


If Xl =(0,0): 


2 2 

a = 8.66 + 5 =7.267 x 10-4 


.. I 1152 x 8.662 + 2048 x 52 


3
 
OJ -4[8.66J [6.294 x 10- ]
.• X., =Xj +a1d1= +7.267x1O = 3
[- 0 5 3.634 x 10­

3

d", = [8.66-1152 x 6.294 x 10- ] = [ 1.409 J 


~. - 5 2048 x 3.634 x 10-3 -2..442 


1.4092 + (-2.442)2 

1152 0][ 1.409 ] [1.409 -2.442 o 2048 -2.4421
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1.4092 + 2.4422 	 -4 
a2 = = 5.482 x 10 


1152 x 1.4092 + 2048 x 2.4422 


3
 
- d - [6.294 x 10- ] 5482 10-4[ 1.409] [7.066 x 10-

3
]
. . x3 - x2 + a2 2 -	 +. X = [35%]

3.634 X 10-3 	 -2.442 2.295 X 10-3 


(e) 	 The Steepest Descent Method is making good progress towards the minimum. By inspection 
the eigenvalues of the Hessian are 1152 and 2048. Therefore the convergence ratio P is 
bounded by: 

P -:;, [A - aJ2 = [2048 -1152J2 = 0.0784 

A + a 2048 + 1152 


This comparatively small value of p explains the good convergence. 

The problem is quadratic so Newton's Method will converge in one iteration, and the 
Conjugate Gradient Method will converge in a number of iterations equal to the number of 
control variables, i.e. two iterations in this case. [15%] 

A very popular question that was well done by many candidates. The most common sources 
of error were: a failure to check the second-order optimality conditions in part (b); and 
numerical slips in executing the Steepest Descent Method (SDM). Part (c), which asked for a 
standard derivation, was done surprisingly badly. Not many candidates recognised that they 
could straightforwardly calculate the upper bound on the SDM convergence ratio in part (e) to 
explain its performance. 
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Question 4 

(a) The total cost of installation to be minimized is: 

f(D,L):; 150D2L + 25D2 . 5L + 20DL 

subject to T:; 15D2L ~ 100 

.. gl:;100-15D2L~0 

In principle, there are non-negativity bounds on D and L, but it is obvious that they cannot be 
active if gi is to be satisfied, and can therefore be omitted. [10%] 

(b) Assuming the constraint on T is active, the problem is: 

Minimize f(D,L):; 150D2L + 25D2 . 5L + 20DL 

subject to 

TheLagrangianis 

hI =: 100-15D2L 0 

I =150D2L+25D2 . 5L + 20DL +/i€00 15D2L) 

.. ! =300DL + 62.5D1.5 L + 20L 30/iDL = 0 (1) 

~= 150D2 + 25D2 . 5 +20D-15D2/i = 0oL 
100 15D2L 0 

(2) 

(3) 

From (1) 

From (2) 

300D + 62.5D1.5 + 20 - 30W = 0 

15D2/i =150D2 + 25D2 . 5 + 20D 

:. 30/iD = 300D + 50DL5 + 40 

(4) 

Substituting in (4) 300D + 62.5D1.5 + 20- 300D- 50D1.5 ­ 40 =: 0 

:. 12.5D1.5 20 => D =: 1.368 m 

From (3) L=~ 
15D2 

.. L 100 
15D

2 
100:; 3.562 m 

15(1.368) 
[40%] 

(c) With the introduction of the new constraint we can no longer assume that the constraint on T 
is active, therefore we have now have a problem with two inequality constraints: 

Minimize feD, L):; 150D2L + 25D2 . 5L + 20DL 

Subject to 

and 

The Lagrangian is now: 

gl 100 15D2L~0 

g2 = DL-4~0 

150D2L + 25DZ
.5L + 20DL + I-ll €OO l5D2L} I-lz(DL ­ 4) 
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a .. - =300DL + 62.5D1.5 L + 20L - 30l11DL + 112L =0 (1)
iJD 

a 
= 150D2 + 25D2. 5 + 20D 15D2111 + 112D = 0 (2)

iJL 

111 €OO 15D
2
L)= 0 (3) 

112(DL- 4)= 0 (4) 

Case (i) 111 = 0 and 112 = 0 

(2) => 150D2 + 25D2. 5 + 20D =0 

. . D = 0 (impossible) 

or 150D + 25DI.5 + 20 0 => no real non-negative solution for D 

:. impossible 

Case (ii) 11. = 0 and 112 > 0 

(2) => 150D2 +25D2.5 + 20D + 112D =0 

D = 0 (impossible) 

5 or 112 = -150D 25D 1. - 20 => 112 < 0 

:. not a minimum 

Case (iii) 111 > 0 and 112 =0 

This is equivalent to the case solved in part (b) where the constraint on T is active and the 

constraint on A is inacti~e (in (b) it did not apply). 


For this case we know that D = 1.368 m and L = 3.562 m. 


We need to check that g2 = DL 4 ~ 0 is not violated: 


g2 =1.368 x 3.562 4= 0.873 :. g2 is violated 


:. impossible 


Case (iv) 111 > 0 and 112 > 0 

(3)=> 100-15D2L=0 

:. 15D2L =100 

4
(4)=> DL 4=0 => L=­

D 

:. 15D2-±-=100 => D=~m => L=4x l =2.4m 
D 3 5 

(1) => 300DL +62.5D1.
5L + 20L - 30I1.DL +112L =0 

:. 300D + 62.5D1.
5 + 20 - 30l11D + 112 = 0 

.. --- ­
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654.48 - 50,ul +,u2 = 0 (5) 

., 150D+25D1.5 +20-15D,uI +,u2 =0 

(5) (5) 1.5 .. 150"3 + 25 "3 + 20 

. 323.79 25,uI +,u2 = 0 (6) 

(5)-(6)=> 330.69-25,ut=0 => ,ut=B.228 

:. ,u2 6.9 

As ,uI > 0 and ,u2 > 0 . a minimum 

Thus, the new optimal design is D = 1.667 m and L = 2.4 m. [50%J 

Another very popular question, but not done as well as Q3. The average mark was also 
dragged down by the fact that the question that attracted a few very scratchy partial attempts. 
Most candidates showed that they had a good idea of how the Lagrange and Kuhn-Tucker 
Multiplier methods work. Algebraic mistakes were the most common cause of failure to 
answer part (b ) (about Lagrange Multipliers). A number ofcandidates claimed dishonestly 
that the quoted solution solved their incorrect equations. This was penalised more harshly 
than answers where the candidate admitted that something must have gone wrong. Common 
problems in answering part (c) (about Kuhn-Tucker multipliers) were: not testing that the 
multipliers were positive at potential optima; not recognising that the solution to part (b) 
corresponded to one of the cases that needed testing; and failing to spot when cases could not 
correspond to a minimum because a multiplier would inevitably be negative for any 
physically plausible (Le. non-negative) values ofthe control variables. 
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