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OPTIMAL AND PREDICTIVE CONTROL 

Answer not more than three questions. 


All questions carry the same number of marks. 
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1 (a) A discrete-time system satisfies the state equation, 

with xo given. It is desired to determine UO, UI,'" , uh-I to minimise the cost, 

J(XO, uo, UI,'" , uh-I) = 

h-I
L C(Xb Uk) + h(Xh) 
k=O 

where Uk E U for all k. 

(i) Derive the dynamic programming equation for the 'cost to go' or 

value function, Vex, k). 

(ii) Discuss the power and limitations of this approach. 

[20%J 

[lO%J 

(b) A gambler wins a large sum, S, and decides to cease working and 

gambling and live off this sum for the remainder of his life, which he knows to 

be T years. He also knows that the rate of return for this investment will be a, so 

that his remaining capital, x(t), will satisfy the differential equation, 

dx(t)d1 = ax(t) ­ u(t) 

where u(t) is his spend rate. 

by 

He wishes to maximise his total utility which is given 

loT JU(t) dt 

(i) "Vrite down the Hamilton-Jacobi-Bellman equation for this 

problem, with boundary conditions respecting the gambler's wish to leave 

nothing on his death. Hence determine the partial differential equation 

to be satisfied by the value function. 

(ii) Show that the value function given by 

[25%] 

VCx, t) = Vx x ..jw(t) 

will satisfy the H-J-B equation for wet) satisfying a differential equation. 

(iii) Hence calculate the optimal spend rate u(t) as a function of x(t). 

[25%] 

[20%] 
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2 A system is described by the state equation, 

x(t) Ax(t) + BIW(t) + B2U(t) 

z(t) - CIX(t) + D12U(t) 

where u is the control input, w is a disturbance input and the state is measured 

and available for feed back control. It is desired to determine a control law such that 

IITw--+zrloo < f. An algebraically convenient assumption is to make 

[ CD ] = [Cll 011 12 0 I (1) 

However this is not the case here and the change of variables, 

u= Ru + Lx, i = M z 

is to be considered to transform the equations so that equation (1) is satisfied for 

the new variables (R, Land )}[ are appropriately dimensioned constant matrices 

with Rand )}! square and invertible). 

(a) Find A., Bll ih, (\ and D12 such that, 

x(t) = A.x(t) + iiI wet) + B2U(t) , i(t) (\x(t) + DI2U(t) 

[10%] 

(b) Give a sufficient condition 

equivalent to IITw--+illcc < f. 
on M to ensure that IITw--+zllcc < , IS 

[20%] 

(c) Assume that the singular value decomposition of D12 is given by, 

D'2 lU, U2] [ ~ 1V 
T 

where U [UI U2} and V are square matrices satisfying UTU = I and VTV = I 

and det E O. Determine the appropriate values for R, Land iv! for D12 and (\ 

to satisfy equation (1). [30%] 

(d) Determine the appropriate algebraic Riccati equation to solve this revised 

problem, and hence determine the control law for the original problem in terms of 

the solution, X, of this algebraic Riccati equation. [40%] 

kg04 (TURN OVER 



4 


3 (a) The standard form of predictive control employs a receding horizon. 

Explain the principle of the receding horizon and suggest, with an example, why 

predictive control might be attractive in an industrial setting. [15%] 

(b) A linear plant with state Xk at time k and input Uk at time k is described 

by a discrete-time state space model: 

Letting xo be the measured state at the current time, show that a sequence of the 

current and predicted future states x ~ [xiS, xi, xF, xT]T can be expressed in terms 

of Xo and a sequence of inputs U rUB, ui, uF]T in the form x <Pxo + ru. [20%] 

(c) For compatibly sized matrices Q, R, Sand P, a particular control design 

for the system in part (b) minimises the finite horizon cost function 

2 

Vex, u) xTPX3 + 2: (XkQxk + ukRuk + XkSUk + ukSTXk)' 
k=O 

(i) Give conditions on matrices P, Q, Rand S that will ensure the 

optimisation problem is convex. 

(ii) Some constraints on the plant states and inputs have been specified 

by the inequalities Ju - vVxo ~ c, and you are also asked to include 

the terminal constraint X3 = 0 as a means of guaranteeing closed loop 

stability. Letting 

[5%] 

express the minimisation of Vex, u) subject to these constraints in the 
standard form of a quadratic program (QP), with decision variable u in 

terms of <P, r, Qe, R e , Se, J, c, vV and xo· [40%] 

(d) What are the computational implications of implementing predictive 

control and how might these be addressed? 
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A particular single-state linear plant is perfectly described by the discrete-time 

model xk+1 = 1.2xk +Uk' To avoid damage to the actuators, the input must remain 

within the constraints IUkl :::; 5. 

(a) (i) Considering the above system in closed loop with static feedback 

gain Uk K Xk, explain the terrri constraint admissible set. [10%] 

(ii) Find the stabilising feedback gain K such that the constraint 

admissible set for Uk = KXk is equal to -3 :::; Xk :::; 3 and show that 

this set is invariant for the controlled system. [20%] 

(b) For the above system and positive scalars q, rand p, a given predictive 

controller minimises the finite horizon cost function 

N-I 

V(x, u) px'iv + L (qX~ + rut) 
k=O 

subject to the constraints IUkl :::; 5 for k E {O, ... , N l} and IXNI :::; 3. 

(i) An optimal input sequence u* [u(j, ui, ... , uN_dT with a 

corresponding predicted state sequence x* [XO, xi, ... , xN]T is found, 

with value function V*(xo) = V(x*, u*). The control action Uo is applied 

to the plant. A new optimisation is performed for the new plant state. 

Show that the value function of the new problem satisfies: 

where K was determined in part (a)(ii) [40%] 

(ii) \Vrite down an inequality in terms of p, K, q and r that ensures 

V*(Xk) is a Control Lyapunov Function. 'What conclusion can you draw 

when this inequality is satisfied? [20%] 

(c) For what values of Xk does a stabilising controller exist? If values of 

Xk in this region are expected during normal plant operation, what should you do? [10%] 

END OF PAPER 
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