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An interesting family of probability distributions for one-dimensional data may be 

described by the following equation 

1 
p(xla) = Zexp (a'f(x)) 

where a is the vector of parameters associated with the distribution and f(x) is a function 

of the data point x that returns a vector of the same dimension as a. 

(a) What expression must be satisfied by Z for this expression to be a valid 

probability density function? [10%] 

(b) Show that if 

~x)= [; 1 
then a univariate Gaussian distribution may be expressed in this form. Find expressions 

for Z and the elements of the vector a in terms of the mean, Jl, and variance, (}2, of the 

Gaussian distribution in this case. [25%] 

(c) Rather than using a single distribution, a mixture of distributions is to be used 

based on the function f(x) in (b). To reduce the total number of parameters one of the 

elements of the parameter vector is constrained to be the same for all components. Thus 

p(xlal,· .. ,aM,It) = 	 f cm~ exp([ am It ]f(x)) 
m=l m 

The parameters of the distribution, al,"" am, A. are to be trained on N independent 

samples of data, Xl,'" ,xN. The priors, ci to cM, are known and not re-estimated. 
Maximum Likelihood (ML) training is used to estimate the model parameters. 

(i) Derive an expression for Zm in terms of am and A.. 	 [15%] 

(ii) The first element of the parameter vector for component m. am, is 

to be trained using Expectation Maximisation (EM). The following form of 
auxiliary function is to be used 

M n 

Q(al,'" ,aM,It, al,'" ,aM,l) = E E P(mlxi' al,"" aM, It) log(p(xilm, am, ).,)) 
m=li=l 

Derive an update formula for the value of am. 	 [30%] 

mjfg04 	 (cont. 



3 

(iii) All of the model parameters (excluding the priors), Ct{, ... ,Ctm ,l, are 

now to be estimated. Derive an update formula for 1. [20%] 
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2 For a two-class problem a Bayes' minimum error rate classifier is to be used. The 

class-conditional probability density functions (PDFs) are P(XIC01) and p(xl0>.2) and the 

prior probabilities are P( COl) and P( 0>.2) for classes COl and 0>.2 respectively. The feature 

vector is d-dimensionaL 

(a) What is the general form of Bayes' decision rule for a two class problem? [10%] 

(b) The classifier divides the feature-space into two regions. The data are 

classified as cot in region Sil and 0>.2 in region Si2' Find an expression for the probability 

of error in terms of the class-conditional PDFs, the class priors and the regions Sil and 

Si2. [15%] 

(c) The two class-conditional PDFs are known to be multivariate Gaussians, both 

with an identity covariance matrix, I. The mean for class cot is III and for 0>.2 is 112' The 

priors are known to be equal. Bayes' decision rule is used to design the classifier. 

(i) Find an expression in terms of 111 and 112, that is satisfied by a point x 

that lies on the decision boundary. 

(n) By considering the distributions in the direction of the line joining the 

class means, show that the probability of error, Pe , can be expressed as 

Pe = 1= JV(v;O, l)dv 

[25%] 

and find an expression for a. [30%] 

(d) Why do practical classifiers of this form normally have an error rate higher 

than the value of the Bayes' minimum error classifier? [20%] 
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3 A classifier is to be built for a two class problem. There are n, d-dimensional. 

training samples, Xl, .. ' ,xn, with class labels. Yl,.·· ,Yn· If observation Xi belongs to 

class WI then Yi = 1. and if it belongs to class ~ then Yi = O. The classifier has the form 

1 
P(wl/x,b) = 1 +exp(-b'q,(x» 

where q,(x) is a transformation ofx that yields a p-dimensional vector. 

(a) The parameters of the classifier. b. are to be trained by maximising the log

probability. Z(b). 

(i) Show that the log-probability of the training data may be expressed as 
n 

Z(b) = E (Yilog(P(wt/Xi,b»)+(I-Yi)log(l-P(Wl/Xi,b) 
i=l 

What form of decision boundary will this type of classifier yield? 

(ii) Derive an expression for the derivative of .£f(b) with respect to b. How 

can this derivative be used to find the model parameters? 

[15%] 

[30%] 

(b) The classifier is to be used to solve a problem where the training and test data 

from the two classes comprise the following sets of points. 

WI: 

CO;!: 

[1,-1]' 
[1, 1]' 

1, 1]' 
[-1, -1]' 

The prior probability of each of the observations is equal. The update formula derived in 
(a)(ii) is used to obtain b. 

(i) Initially a transformation of the form q,(x) = x is used (p = d). If the 

parameter vector b has the form. b = [a,o]', what value of a maximises the 

log-probability? Does this yield a reasonable classifier? 

(ii) The transformation is modified to have the following form: 

[25%] 

Find a solution for b. Comment on the performance of this classifier. [30%] 
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An interpolation function using basis functions and a linear model of the form 

with e rv f(O, ai) is to be trained. There are N training examples consisting of the 

I-dimensional observations Xl, ... ,XN and target values Yl , ... )YN. 

(a) Briefly discuss why this is a more powerful interpolation model than linear 

regression. What effect does the value of cr2 have on the interpolation process? [20%] 

(b) Each of the weights, wk. has a Gaussian prior with a mean of zero and variance 

cr;. For the distribution of the target values, p(y), where y [Yl,'" ,YN1', show that the 

mean vector is zero and element i, j of the covariance matrix, Ey, can be written as 

where 

I ifi=j
O(i- j) = ' 

{ 0, otherwise 

[35%] 

(c) The number of basis functions is increased so that H -+ 00. The positions of 

the centres of the basis functions, Ill,···. IlH. are Gaussian distributed with a mean of 

zero and variance of a£. and a; » a2 . The variance of the weights' prior scales linearly 

with a~ and inversely with the number of basis functions. so a; = a£./H. Discuss what 

impact the weights' prior will have in this situation and hence show that the covariance 

matrix of p(y) can be approximated as a covariance function with elements of the form 

What are the values of a. 13. and y? [35%] 

(d) Discuss how the effective number of weight parameters varies as H -+ 00. [10%] 
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The following equality may be useful for this question 
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5 A decision tree is to be built for a classification problem. 

(a) 

required. 

As part of the training process for a decision tree a node impurity function is 

(i) What general attributes should be satisfied by a node impurity function? 

How are node impurity functions used in building a decision tree? [20%] 

(ii) For a K-class problem. the Gini impurity measure may be expressed in 

either of the two follow~g ways: 

E P(cot)P(COj); or I 
io/=j 

K
E (p(COj))2 
i=l 

Describe how PCCOj) should be calculated for a particular decision tree node. 

Show that these two expressions are equivalent and satisfy the attributes 

described in part (a)(i). [25%] 

(b) The Gini impurity measure is to be used to train a decision tree for a two-class 

problem with 4-dimensional, bina...ry valued, data. The training data for the two classes, 

col and Wz, are shown below. 

[0,0,0,0], [1,0,1,0], [1,1,0,0], [0,0,1,1], 


[1,1,0,0], [1,1,1,1], [1,1,1,0], [0,1,1,1], 


(i) Using changes in the Gini impurity measure, determine which of the 

first two elements of the feature-vector would be better used for the initial 

split. What is the change in the impurity measure in this case? 

(ii) What is the lowest impurity measure that can be obtained using this 

data? 

[20%] 

(c) For a particular task. the cost of misclassifying class Wz is twice that of class 

COl- How would this alter the decision tree training process? [20%] 
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